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DART

Decision Analysis by Ranking Techniques

User manual



DART, Decision Analysis by Ranking Techniques, is a powerful yet easy-to-use software tool for analysing
datasets based on ranking theories. This manual provides user instructions along with a short introduction
to the relevant ranking theories.

DART was developed by TALETE Srl, under the terms of a JRC contract. The software is released under the
GNU General Purpose License which allows free redistribution and gives free access to its code (for restric-
tion about its modification and other details, please refer to the license).

Please contact DART developers at info@talete.mi.it for any communication about this software.
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Welcome to DART

DART, Decision Analysis by Ranking Techniques, is a powerful yet easy-to-use tool for
analysis of datasets based on the most up to date ranking theories. It offers the capability
of importing any kind of dataset, and processing it with total and/or partial ranking
procedures, providing both numerical and graphical outputs (including the Hasse diagram).

This help provides also a short introduction to the Ranking Theory, explaining the
mathematical meaning of the procedures used by DART software.

DART has been developed by TALETE Srl, funded by the EC Joint Research Centre . Itis
released under the GNU General Purpose License which allows you to redistribute freely this
software and gives free access to its code (for restriction about its modification and other
details, please refer to the license).

Feel free to contact DART developers at info@talete.mi.it for any communication about this
software.




Quick start

The first step to be done is loading data; this can be done both by importing a plain text file
containing a dataset (you can access the import procedure by clicking FILES - IMPORT) or
by loadind a pre-existing DART file with extension .drt (FILES - LOAD)

Once you have loaded a dataset, you can access to the the DATA menu, which contains two

voices:

e VIEW allows you to view and analyze the loaded dataset

e SETUP open a window with four tabs, in which you have to give a setup for the loaded
dataset; trough this form, you can:

e Choose which variable are selected and which should be ignored, and fill missing values if
present;

e Choose which object are selected and which should be ignored;

e Select a transform function and set a weight for each selected variable.

You can also access the PREPROCESSING menu, which contains several methods that can

be applied to your dataset to perform a better ranking analysis:

e SIGNIFICANT DIGITS allows you to round values of your dataset

e BINS PARTITION allows you to partiotionate your dataset into a given number of bins

e PCA performs a complete Principal Component Analysis on your dataset, then allowing
you to use a wanted number of principal components as new variables for your dataset

e K-MEANS CLUSTERING performs a clustering of the samples via K-Means algorithm

If you perform one or more of these preprocessing methods, you will be required to perform
the data setup again, as the dataset could be changed and the previous setup suitable no
more.

After you ended the setup step, you can access the CALCULATE menu, which contains three

voices:

e TOTAL RANKING opens the form containing all the calculations about total ranking
methods, summarized in the first grid which contains the ranking functions (desirability,
utility etc.) for the selected object. In the other tabs you can access several graphs giving
you different views of the results.

e PARTIAL RANKING opens the form containing all the calculations about partial ranking
methods, i.e. informations about the hasse diagram such as some indices, the levels
structure and the hasse matrix.

e HASSE DIAGRAM opens the hasse diagram chart; when this graph is the active windows,
you can select several visualization options from the DIAGRAM menu.

Menu overview

The menu of DART software is outlined below:

e FILES: Access to import and load/save functions.
e DATA: Access to setup of the loaded dataset and visualization of the dataset (this menu



is active only if a dataset is loaded).

e PREPROCESSING: Access to different preprocessing techniques

e CALCULATE: Access to calculations for total and partial ranking method, and visualization
of the Hasse diagram (this menu is active only if a dataset is loaded and a valid setup has
been performed).

e DIAGRAM: Visualization and manipulation options for the Hasse diagram (this menu is
active only if a Hasse diagram form is active).

e WINDOW: List of active forms.

e ?: Access to DART help and about form.

Introduction

In the FILES menu you can access these voices:
IMPORT: opens the import window

LOAD: loads a .drt file

SAVE: saves a .drt file

RECENT FILES: you will find the last five .drt files loaded, by clicking on a file name you will
load it.

EXIT: closes DART

IMPORT menu

Through the importing procedure, it is possibile to load any dataset in plain text format;
datasets are intended to be a matrix of n x m numerical data, interpreted as n rows
(objects/samples) for m columns (variables). The procedure is made of two main steps;
after choosing the file to be imported, the first form is showed:



# Import - Step 1/2

X

Delirrutes v Usze multiple delimiter as one Cancsl
i+ Tab i~ Comma ¢ Space
 Semi C Other [
i dite: Thiz is a preview of the first 20 rows M et
Col 1 Col 2 Col 3 Col 4 Col 5 Colé C o~
Fow 1 Malecole Beam
Riow 2 17 2 0 6 0
Fiow 3 SLUESTANCE 1D LOGIECD] [LOGILEC 10| LOGE ] JEC20|LOG1JECSD| L
Flow 4 Bitertanol 1].851953239].161 745986 | 058678894 | 391603232 | €
Fiow 5 Cyproconazole 2].729412897 | .1372121 39| . 948086655 | 662436157 | .«
Fow & Diclobukrazal 3].185857564 | 0.3628107|.099962105].297037971 .2
Row 7 Difenocanazaole 4(1.31173516 |, 762060569 | 595751809 | .333990475 | .1
Fow 8 Fanbuconazole 5[ I019E2225 | 697904215 SOS004768 | .213654171 |0
Fiow 9 Flusilazole 6| 06366833 | 699002256 | S05034045 |0, 21206922 | .0
Riow 10 Flutriafol 7089970332 | . 390649497 | 544140449 ] .775960421 | .£
Fow 11 Hexaconazole 8|.4242508082 | .931407732| . 74010836 | 536282421 | .2
Row 12 My clobutanil 9)0.54792779|.035214157 | 221446616 | SO2T2TS58 |0 &
£ >

In this form, DART tries to automatically understand which is the delimiter used in the
selected files, and shows a preview of the dataset; you can manually select the desired
delimiter between the most common ones (tab, comma, space, semicolon), or select the
voice “other” and type the delimiter character used in the file. By checking the “use multiple

delimiter as one” voice, DART will not consider multiple delimiters.

By clicking on the “next” button, the second form is showed:

% Import - Step 2/2

X

[ Primany 1D cal: Cancel
[ Label row: ﬁ
Missing value: .999 v Prewview of first 20 rows Neat
Col 1 Col 2 Col 3 Col 4 Col 5 Col & Col & &
R 1 Molecole Be:
Row 2 17 2 1] 6 ]
Row 3 SUBSTANCE |1ID LOG(1JEC01|LOG(1/EC10{LOG(1 JEC20|LOG(1/ECS0[LOG
Fows 4 Bitertanol 1[.,851953239]. 161745986 | 058675894 | 391603232 | 639
Fowe 5 CYRrooona 2| 729412897 . 137212139 | 948056655 | 662436157 | 450
Fowe & Diclobutrazo 3|.185857564| 0.3628107|.090962105] 207057971 | 592
Flowe 7 D enoconaz 4(1.31173516 7600605689 | 595751809 | 333990475 .139
Fiow 8 Fenbucanaz 5| 301922225 697904215 | R0S004768 | .21 3654171 |0.00
Riowe 9 Flusilazole 6| I06366833 )] 699002256 | \S05034048 | 0,21 206922 | 005
Fowe 10 Flutriafiol 7| OB99F03532 | . 390649497 | 544140449 775969421 | 948
Fow 11 Hexaconazo & . 424258052 931407732 | . 7THM010636 | 536282421 | 359
Fow 12 Mhyclobukani) 9| 0.54792779] 035214157 | 221446616 ] S02727558|0.71
< >

Here, DART tries to automatically understand what is the ID column (i.e. the column
containing the names of the objects/samples) and the label row (i.e. the row containing the
names of the variables); the selected ID column and label row are higlighted in green. By




checking the “primary ID col” or “label row” voices, you are allowed to insert a manual
value for the column and/or row. In the “missing value” the value used to point out missing
values must be indicated; by default, the value is set to -999 (a standard value, used by
most softwares).

By clicking on the “next” button, a short summary of the imported dataset is shown, and
the procedure is over.

Introduction

In the DATA menu you can access these voices:

e VIEW: view the current dataset.

e SETUP: setup of the dataset.
e RESTORE ORIGINAL DATA: restores the dataset as it was before any preprocessing.

VIEW menu

In the view form you can examine the active dataset; for each object/sample (i.e. for each
row) it is reported its id number, its name, the current status (if it is included or not) and
the values for each variable. By clicking on the “var” or “obj” icons, it is shown a profile
window, in which you have a graphical profiling for each variable or object.

* View Data

el 4

I |SUESTANCE Skt ) LOG{1/ECDN) | LOGIIECIO) | LOG{IECID) | LOGLLE
i Bitertanol inchuded 0.B519533 D.1617460|  -0.0SBETES|  -D.39
4 Cyproconazole inchuded 2 1.7254130 L. 1372120 0.94B0867 0. 56
3 Daclobutrazol inchuded 3 1. 1858580 0.3628107 0059621 0.2
4 Difenoconazole inchuded 4 1.3117350 0. TEA0606 0.5957518 0.3%
5 Ferbuconazs inchuded 5 1. 3019220 06879042 0.5050048 021
6 Flusilazole inchuded & 1. 3063670 06930023 05050340 o2l
7 Flutriafiol inchuded 7 0.08999703) -0.3906495|  -0.5441405]  -D.7F
8 Hexaconazoke nouded 8 1. 4242580 09314077 07740108 053
9 Myclobubanil inchuded k] 0.5470278) 00352042  -0.2214466] 0.5k
10 Packabutrazol inchuded 10 -0 4380606 -0. 7627438 -0.B472731 097
11 Penconaznols inchuded 11 0.7050738 0. 2679431 0.1263408 -0.0E
12 Prochloraz inchuded 12 1.9869250 L 5356580 1.3351770 LA
13 |Propaconazole nchuded 13 0.6500225 0. 2461004 01000y a0y
14 |Tebuconacole ncuded 14 05218000 03430213 0.1580824) D12
15 Tekrstonazole inchaded 15 06317981 01142230 -0.0510700 0.3
16 Triadienefon inchuded 16 0.5095825 00116151 -0. 1 TEDES] 04z
17 Triadiemeniol inchuded 17 0.3691583 <0, 1383672 -0.2872572 0.5
< >
Mo, of objects: 17 Na, of variables: 7




SETUP menu

The setup is the main step to be done after importing a dataset, and unless it is done you
can not access the rankings methods.
The setup window is constituted by four tabs:

e Setup
Variables

e Objects
Transform

SETUP Tab

The first tab reports a summary of the setup, i.e. how many variables and objects are
selected and how many transform functions are set. By clicking on the “Set to defaults”
button, all values are set back to defaults (all variables and objects are selected, all
variables are set with linear transform function between maximum and minimum values).

VARIABLES Tab

Setup [ Variebies || objects | Transfoms |
SEBCt vanas sahis
LY Wrinbles Siabus | Miszing T e e Coptirmanily | Vimagill
1 L]
2 LOGH1EC ) x g Linear Up Q167 Exchuie
a L1 EC1D) X 1 Linear uUp a1eT
4 |LOGHECHD) x o Linear Up 0167
5 |LoG(Ecsn) x Linear Up 0167 I
& Lo 1 AECA0) b . Linear Up a1ET
T 1ECa] 0BT
L i X 1 Linear Up 1 e e
Fill mizsing valss
% by random values
7 by average vahes
™ by W value
7 by WA v
Fil walues
Sl lodoimlls ‘ O |

The second tab shows all variables found in the dataset and some informations for each of
them (current status, number of objects with missing values for that variable, transform
function selected, optimality of the transform function, weight). By clicking the “exclude”
button, the variable currently higlighted in the grid is excluded (its status is shown as “-");
by clicking the “include” button, the variable currently higlighted in the grid is included (its



status is shown as “X");by clicking the “class variable” button, the variable currently
higlighted in the grid is set as the class variable (its status is shown as “"C"). Note that you
can set only one class variable; a class variable must contain only integer values, as its
meaning is that a given object is associated with a class indicated by an arbitrary integer
number.

If some missing values are found, the “Fill missing values” box is shown; you can then
select a method to replace missing values (by a random value or by the
average/minimum/maximum value of the variable) and then proceed by clicking the “Fill
values” button. Note that DART can handle dataset with missing values, so it is not
necessary to fill them in order to go further; obejcts/samples having missing values will be
indicated attaching a * character at the end of their names, to remind that all calculations
performed on them can be approximative due to missing values.

OBJECTS Tab

£

#% Data setup

Setip | warisktes | Oblects || Trarvstoms |
0 |Obects Status Mizsng S BRI
1 |Besriand
2 |Cypeoconazos [ 0 Exchude
3 | Declobutrarol Inchues 0
4 |Difenoconagobs I 0
5 |Fenbuconazos s 0 nchude
6 |Fhssiazole Inchusied 0
7 |Fudriatal s 0
B |Hemsconazolr Inchucied a
9 |Myclobiutsnd Inchussd 0
10 | Peckbutrazol Inchucied a
11 |Penconngole [T 1]
12 |Prochioraz Inchugied a
13 |Propiconazole Inclucied [t}
14 Tebuconazole Inchuied 1]
15 Tedraconazoke I huciesd 1]
16 Trindme fion Inchucied 1]
17 Triscirenol Inichussed 1]
St {o ceinuls Ok |

The third tab shows all objects found in the dataset and some informations for each of them
(current status, number of variables with missing values for that object). By clicking the
“exclude” button, the object currently higlighted in the grid is excluded (its status is shown
as “Excluded"™); by clicking the “include” button, the object currently higlighted in the grid is
included (its status is shown as “Included").

TRANSFORM Tab




# Data setup x|

Setup | Varabies | Cbjects  Transforms |
D |vorisies Transform | Optmally | Wegd | Leid. | LmSup |
2 |LosEcH) Linear U 0167 0458 1.569
3 |LocnEcio) Linear Up 0167 0763 155
4 |Locnec) Spnoud up 0167 0847 1.395
& |LoGEcan) d F
B |LOG1ECED) Linear U 0167 -1.000 107
7 |Low B Linear Up 0167 A110 0.548
M 077 ! = Transformations: [cion i = Mormsize
_5_ / ! =l ALL weights
WA
LR x [ ome e[ a7
Mean [5G g SET Feeant ALL
—_— WARIAALE st
oL = Varisble weight | 0167
Slev. [05M = -
Sel 1o detouks ok |

The fourth tab shows only the previously selected variables and some informations about
the transform functions for each of them (type of transform function, optimality, weight of
the variable, minimum and maximum values). In the lower left panel, some statistical data
are reported for the higlighted variable (minimum and maximum values, mean value,
standard deviation value).

In the middle panel, it is possible to set the transform function, by selecting a transform
type (to help in the choice, the behaviour of each selected transform function is shown in a
small graph) and its limits “a” and “b” (i.e. the boundaries of the transform function,
beyond which 0 and 1 values are always set; by default, they are set to the minimum and
maximum values of the variable), and to set the variable weight. By clicking the “Set
variable” button, the higlighted variable is set with the desired settings.

By clicking the “Normalize all weights”, all weights will be normalized (i.e. their total sum is
equal to one). Note that this procedure will be done anyway as soon as you change tab or
you close the setup form (weights are always normalized). By clicking the “Reset all
weights”, all weights will be set as equal one to each other.

Introduction

In the PREPROCESSING menu you can access these voices, divided into two sub-menus:

On Variables:
e SIGNIFICANT DIGITS: changes the number of significant decimal digits for each variable.
e BINS PARTITION: performs a bins partition on variables.




e PCA: performs a Principal Component Analysis.

On Objects:
e K-MEANS CLUSTERING: performs clustering using K-Means algorithm.

SIGNIFICANT DIGITS menu

In this form you can set the number of decimal digits for each variable. In the grid it is
shown the number of digits set for each variable, followed by an example of the rounding
that will be applied with the selected number of digits.

By clicking the "Apply to dataset button", the selected rounding will be applied to the
current dataset.

I3 significant digits

|'u'm'al:i: Digits J Example: from | Example: o | :
1 |LoGrEC) 2 08515533 085 No of decinaldgts: [3 ]
2 |LOGHECI 2 0161746 018 = = :

| Set zedacied vanables

3_|LOG(IEC2D) 2 00566768 008 Wik ool B,
4 |LoG(ECSH)
5 |LoGnEcen e A0 6300429 06390429
6 |LoGECcan o 07442424 07442424

MOTE: by eheking the “Apply ta
dslazel’ the defined sgnificant
dhigts walll replace the aigna values
of the vanables and be used for the
tanking anslysis,

Apply bo datazet

_ Caneel |

BINS PARTITION menu

In this form you can set the number of bins to partition each variable. In the grid it is
shown the number of selected bins, and the minimum and maximum values for each
variable.

By clicking the "Apply to dataset button", the selected partitioning will be applied to the
current dataset.



I Bins partition El

Yariable Min | et | Bns | o
1 |LOGHECH) -0. 4530606 1 883925 ] IJ—'
2 |LOGHIECID) -0.7627438 1. 533683 &
3 |LOG(1EC2D) =0.84727 31 1.3%177 8
4 |LOG01ECSD) -0.9745441 1178105 8
5 |LOGOECSED) -1 DESE33 1. METT B
5 | LOG ECI0)
NOTE: by clicking the "Apply o
datazet’ the values denved by
partitioring wil replace the onginal
walues of the vanables and be wsed
for the 1anking analyss.
Apply o datasat I
T

The first form shown is the setup of the Principal Component Analysis, in which you can
choose wheter to perfom it on the correlation matrix or on the covariance matrix (in this
latter case, you can choose the scaling procedure).

P Principal Component Analysis [E|

- Procedure -

" Cowariance matris

Scaling procedure:

Cancel Calculate PCA,

By clicking the "Calculate PCA" button, the analysis is performed and the main PCA form is
shown. This form is constituted by five tabs:

Eigenvalues

e Loadings
e Scores

Loading/score plot
Accept data




EIGENVALUES Tab

I Principal Companent Results

Ergervviies | Lasdings | Scores | Loading/Seom phots | hcoept data |

PC o Esgerwaiue| Exp Vaisnos 5) Cumdstive EV 5|~
1 505 EE EiE _smm"“’_J
2 0155 2 585 a0 (o
3 00 0000 00 O
1 .00 0.000 1000001 =
< »
Scien-plol Bar chad los Pz explaned vanance X
B 1 T
20
5 &0
1 - .
\ 80
3 '!l 50
'.I 40
2 \ -
1
: \ 2
L 10
3 4 =1 B
. i B G SO 5y 2 3 4 5 B

[ Eplared vasance [l Cumdative evplared variance

The first tab reports all the information about the eigenvalues and the explained variance of
all components. In the upper grid are reported the values of eigenvalues, their explained
variance and their cumulative explained variance. In the lower part it is reported the scree-
plot (with the eigenvalues value of each component) and the bar chart with the explained
variance and cumulative explained variance of each component. By clicking the "Save PCA

results" it is possible to export the results of the analysis in plain text format.

LOADINGS Tab

[} Principal Component Resulls

W anabde

Eigerwalues  Loadngt | Seoes | Louding/Scons ploks | Accest data |

PLI] P2l P3| PCH POS]  POB|
1 OGO/, 0 7% T S
7 |LOG[/ECIG TF: =) - T R

3 |LDG[1ECHS Y T T I I 01255
1| LDG[/ECS0 G IE A T 0377 03
5 |LOG[/ECan 04E ol 038 0053 ooos
6 |LOGH/ECT) neE] 0470 o5 0% a8 a3

> gt ioadigs vih Seokda VT “‘mm

The second tab reports the values of the loadings of the variables in a grid. It is possible to
highlight loadings with absolute values greater than a desired value, by using the checkbox




in the lower part of the panel.

SCORES Tab

I Principal Component Results

Eigerwabuse: | Loadings [ 56083 | Loading/5com plots | Acomi data|

Dbyt PC1 Peal Pl Pra PCS|_ PCS|
1 | Bibmitanal 13| 0547 ooool owoom| o000 oooo|
2 | Epmoconasce 3307 oos] oooo] 6om0] 6600 0600
3 | Dchokediazel 0% o%s] oo o000  oooo oo
4 | Diernconassk 1808] 0ox] oom| o000  oooo]  ooo|
§ | Fanbuconazeis 1308 ooes| oooo) oo oooo|  ooo|
B _|Flusdazoie A3 0i%| 000 G006 0000 oo
7| Fmiaicl 3908 D0 0om|  ooo0)  ooo0| oo
| Hesaconazcke: 2615 0z719] Q00| 000 0000 00w
| Myclobutand 1772| 0216] 0000 0000 0007 oo
10 | Packbubacd 4785 0752|0000 0o00|  0.000] 000
11| Ferconasdle 0156 0315 0000 0o0Y 0000 0o
12 | Prochionas 53| 0445 ooool 0000] 0000 0o00|
13 | Progaeenasois qigd] 0433 oom] oooo] 0060 6000
14 | Tk L a1 DREE] [N i1 as) 1. (0K I:II:I:I:I|
15 | Towaconancie 05| oos| o000 o000 0000 4om|
16 | Triadwseton: 154z noos] oom|  ooo|  oom| oo
17 | Triacumenal Z001| 0cea|  oo07]  (wooo] o000 oo

The third tab reports all values of the scores of the objects in a grid.

LOADING/SCORE PLOT Tab

IE Principal Companent Results
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The fourth tab reports the loading and the score plots. It is possible to select what
components use for the charts. For both charts it is possible to change the visualization
options in the upper panels. By double clicking on a chart, the chart itself it is opened in a



new form, making possible to enlarge it and obtaining a better visualization.

ACCEPT DATA Tab

ﬂ Priincipal Component Hesulls
Exgervesiunt | Losdrgs | Seoms | Loading/Scome plots | Accep! dala |

Copnganrid 1o Ees | s eresd

% Al componentt
= Fust components

I Eglairesd variance X i |

MOTE: by chokng o “use POA &t datapsl” bulion, e
cabcidsind losdings vall raplace the ongnal vanables: and
b umed for he janking analees

Use PTA a3 dalasst

In the fifth tab it is possible to select how many components to use as dataset. By clicking
the "Use PCA as dataset", the new dataset will be constituted by the original objects
projected in the selected number of principal components.

K-MEANS CLUSTERING menu

The first form shown is the setup of the K-Means clustering, in which you can choose the
number of clusters and the method for the calculation of distances.

ﬁ K-Means clusters m

Clusters [on 17 cbects)
Murnber of chusters: [3

Distance type: | Euclidean d |

Cancel Calculate clusters

By clicking the "Calculate clusters" button, the K-Means algorithm is performed and the
main form is shown. In this form are reported the centroids for each cluster. If the "Show
only centroids" checkbox is not checked, in the grid are also reported all the objects
belonging to each cluster just after the representing centroid. By clicking the "Save K-
means results" button it is possible to export the results of the clustering in plain text
format. By clicking the "Use as dataset" button the new dataset will be constituted only by




the centroids.

IZ K-Means clustering E|
0 |Mame LOG{1JECAL) | LOG{[ECHO) | LOGEECT) | LOS(1/ECSO) | LOGIIECED) |0
1 |centroid 1 (6 chis) 1.510 0962 0.7a7 0.523 0.3z6] [ Showonk cenizcide
[2] Cyproconazcle 1.729 1.137 0.548 0.662 0.450
[4] Difenoconacole 1.312 0,768 0,596 0.334 0.139
[5] Fenbuconazols 1.302 0,698 0,505 0.214 =0.003
[6] Fluslazoks 1.506 0,699 0,505 0.212 -0.006
[8] Hexaconazole 1.424 0,931 0.774 0.535 0.360
[12] Prochioraz 1.989 1,539 1,395 1.178 1.007
2 |Centroid 2 (4 cbis) 0.127 40,329 -0.475 -0 555 =0.855
[*] Flutriafol 0080 40,391 =0.544 0. 776 =0, 946
[5] Myciobutand 0.548 40,035 0.221 -0.503 0.712
[10] Packbutrazal -0.458 -0.763 0.547 -0.975 -1.070 Save K-mean resulls
[17] Trisdinencl 0.389 0,128 -0.287 -0.527 -0.706
3 |Centroid 3 (2 objs) 1.019 0,263 0.021 -0, 345 =0.616
[1] Bikertanol 0.852 0,162 -0.059 -0.392 0639 | MATE: by chcking the
[3] Dickibustrazol 1186 0,363 0.100 -0.297 0.592] | "Use partibion as
4 |Certroid 4 (5 cbis) 0634 0,192 0.035 -0.202 -0.376 dataset”the
[11] Penconazcle 0.705 0.268 0.128 0083 -0.250] | (SSAac SN E
[13] Propiconazale 0.650 0,24 0.117 -0.078 -0.223 ﬂm'i':.; e il
[14] Tebuconazole 0.922 0,343 0.158 -0. 121 -0.328 wzed fof the rarking
[15] Tetraconazols 0.632 0.114 0.051 -0.301 -0.486| | analin
[16] Trisdiensfan 0.510 0.012 0.178 -0.429 -0.616
Llse as dataset
T
< >
Introduction

In the CALCULATE menu you can access these voices:

e TOTAL RANKING: opens the form for total ranking calculations.

e PARTIAL RANKING: opens the form for partial ranking calculations.

e HASSE DIAGRAM: opens the Hasse diagram form.

TOTAL RANKING menu

In the Total Ranking form, all calculations related to total ranking are reported, divided in
six tabs. By clicking on the save or print icons in the upper part of the form, you can save to

a txt file or send to printer the information you will select in a dialog box.
The total ranking window is constituted by six tabs:

o View

e Line plot

e Histograms
e Pareto plot
e Scatter plot

e Ranking indices




VIEW Tab

&

Total ranking functions

[Wiew | Histograms | Line Plots | Pareto plot | Scatter piot | Ranking indices |
[ =orting function: Desirabity reference object | Prochioraz
Rarnk | Objects Desirabilty | Utiity | Domnance | Concord SAR H&R Aba Ref
1| Prochlmaz 1.000 1.000 1,000 1.000 1.000 1.000 1.000
2 | Cyproconazcle 0.785 0.787 0938 1.000 0.937 0.5 0779
3 |Hexaconazale 0715 0716 0875 1.000 0.875 0875 0714
4 | Dilenoconazale 0630 0.632 nel2 1.000 0a2 0813 0E28
5 | Fenbuconazole 0.581 0,536 0714 0845 0.729 0732 0573
& | Flusiazols 0.581 0536 0,704 0845 0.708 0732 0578
7 | Penconazale 0427 0.428 0493 0.060 0.530 0.500 0427
8 | Propiconazole 0.425 0.426 0493 0062 0.530 0.500 0425
5 | Tebuconazole 0424 0471 0510 0,206 0541 053 0475
10 | Diclobutrazal 0.353 0,387 0426 0183 0,468 0,457 0,365
11 | Telhaconazole 0335 0,241 0356 004 0.374 0.359 0338
12 | Biterdanol 0302 0.325 0,305 0181 0.332 0,339 034
13| Tnadimefon 0.276 0.284 0.250 0.3 0.269 0.238 0.280
14 | Myclobutand 0.244 0.259 0162 0023 075 0,148 0.254
15 | Tradimend 0.228 0.23 0138 0025 0144 013 023
16 | Flutriafol 0103 011 0062 ooo7 0.061 0,063 0119
17 | Paclkbubazol 0.000 0.000 0,000 0000 0.000 0,000 0000

In the first tab, all the resulting calculations for total ranking functions (desirability, utility,
dominance, concordance, SAR, HAR, absolute reference) are reported in the grid. By
clicking on a column header, results will be sorted by the selected function (which will be
highlighted in green); by clicking on a row header, the selected object will be set as the
absolute reference (which will be highlighted in purple) and the grid will be sorted by the
absolute reference function.

LINE PLOT Tab

In the second tab, the line plots for all the six ranking functions (or it is possible to select
only some of them, by clicking on the checkbox in the legend) is shown; results are ordered
by the ranking function selected on the first tab (which is also indicated in the footer of the
plot, as "Reference function").

HISTOGRAM Tab

In the third tab, the histograms for all the six ranking functions (or it is possible to select
only some of them, by clicking on the checkbox in the legend) it is shown; results are
ordered by the original objects order.

PARETO PLOT Tab

In the fourth tab, the pareto plot for a selected function is shown; results are ordered by
the ranking function selected on the first tab (which is also indicated in the footer of the
plot, as "Reference function").




SCATTER PLOT Tab

In the fifth tab, a 2D scatter plot, for two functions that can be selected using the combo
boxes on the right panel, is shown.

RANKING INDICES Tab
In the sixth tab, some mathematical indices are given for each ranking function (number of
levels, stability StR index, degeneracy k and D indices, YDbyR index).

PARTIAL RANKING menu

In the Partial Ranking form, all calculations related to partial ranking (i. e. the calculations
wich lead to the Hasse diagram) are reported, divided in four tabs. By clicking on the save
or print icons in the upper part of the form, you can save to a txt file or send to printer the
information you will select in a dialog box.

The partial ranking window is constituted by four tabs:

e General information
e Ranking indices

e Level structure

e Hasse matrix

GENERAL INFORMATION Tab




% Partial ranking methods
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In the first tab, all the parameter and indices for the Hasse diagram are reported, together
with the number and the complete list of minimal, maximal and isolated objects in the
diagram.

RANKING INDICES Tab

In the second tab, stability and degeneracy indices for the diagram are reported, together
with two histograms showing in a graphical way these values.

LEVEL STRUCTURE Tab
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In the third tab, the complete structure for the Hasse diagram is reported in a grid, whose
rows correspond to diagram'’s levels. For each level, the number of objects and the list of
objects belonging to that level is reported. Objects in equivalence classes are grouped using
[parentesi graffe].

HASSE MATRIX Tab
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In the fourth tab, the Hasse matrix is reported. By checking the “Show colors in Hasse
matrix” voice, the values in the grid will be highlighted with different colours in order to
help understanding the matrix structure: light blue for 1 values, light purple for -1 values



and gray for symmetric 1 values (which stands for equivalent objects).

HASSE DIAGRAM menu

In this form, the Hasse diagram is shown. In the lower panel the legend for the diagram is
shown; if a class variable has been selected, in the lower right panel the classes legend will
be shown. When this form is active, it is possible to access to the “diagram” menu, which
contains several options related to the Hasse diagram visualization and manipulation.

In the diagram, classes with more than one object are shown by drawing a gray circle
beyond the object, and the equivalence class is reported in the legend.

Zi Hasse Diagram chart r;]@' El

@

Equivalent classes with mare than one abject ~
{B:C}

Objects legend

14

2B W

DIAGRAM menu

This menu contains several options related to the visualization and manipulation of the
Hasse diagram:



e DRAW MODE: LEFT ALIGN: toggles the left align visualization, in which all objects are
aligned to the left of the diagram.

e DRAW MODE: SYMMETRIC: toggles the symmetric visualization, in which all objects are
symmetrical centered in the diagram.

e DRAW MODE: GENETIC/SYMMETRIC: toggles the genetic/symmetric visualization, in
which all objects are symmetrical centered, after being rearranged using the genetic
algorithm (see Genetic Algorithm section for further details).

e DRAW MODE: GENETIC ALGORITHM: toggles the genetic algorithm visualization, in which
all objects are put on the diagram with coordinates calculated by the genetic algorithm
(see Genetic Algorithm section for further details).

e SETUP GENETIC ALGORITHM: opens the genetic algorithm setup for, in which is possible
to adjust the parameters used by the algorithm (explained in the Genetic Algorithm
section).

e SHOW GRID: toggles the grid on the diagram, i.e. the level lines.

e SHOW OBJECT NAMES: toggles whether the names or the id humber should be shown
inside objects on the diagram.

e DRAW LINES OVER OBJECTS: toggles whether the lines joining objects should be drawn
over the objects or not.

e SHOW CLASSES COLOR: toggles wheter the objects should be coloured with the class
color or not (this voice is active only if a class variable has been definied).

e EXPORT DIAGRAM TO FILE: saves the current diagram as a bitmap file.

e COPY DIAGRAM TO CLIPBOARD: copies the current diagram to clipboard, so that it can be
used by other Windows applications.

e PRINT DIAGRAM: opens the print dialog box, in which it is possible to set the desired
options before sending the current diagram to printer.

Genetic algorithm for Hasse diagram

As often the Hasse diagram get quite complex, when several objects are included, the
problem of drawing the diagram in the "best" way possible is raised. It is not easy to
determine an optimal endpoint for which a diagram is the most easy-to-be-read, anyway as
the idea is that the best diagram should have its objects rearranged so that as few lines as
possible cross each other, a genetic algorithm that optimizes this condition has been
developed.

The genetic algorithm is used in two different ways. As sometimes it's not easy to find the
right adjustment for algortihm's parameters, together with the straight algorithm (explained
below) it is given also a symmetric/genetic algorithm, which means that after getting a
suitable solution from the genetic algorithm, objects in the diagram are disposed as in the
symmetric view option.

ALGORITHM



The population of this algorithm is made by the possible diagrams, and the fitness function
is:

F = wl*Y + w2*M - w3*C

where Y is the average squared horizontal distance between objects on the same level, M is
the minimum squared distance between objects on the same level, C is the average
squared horizontal distance between all couples of objects, and w1, w2, w3 are the weights
of the three parameters. Other parameters for the algortithm are E, the size of the elite
population, and N, the number of cycles to be performed.

The genetic algorithm performs N cycles on E populations, made by E*E organism, and for
each cycle only the E best organisms for each population mate each other to build the
population for the next cycle; after N cycles, the best organism from each population is
taken in order to build an elite population, on which N further cycles are executed; at the
end, the best organism of this elite population is taken as the final result.

Missing values

DART can handle dataset with missing values, as all the total ranking and partial ranking
calculations can be performed even if some values in the dataset are missing.
Objects/samples with missing values are indicated with a * character at the end of their
names, to remind that calculations for that object are somehow approximate. Also the
preprocessing techniques can be performed on datasets containing missing values, except
for the Principal Component Analysis.

Anyway, when missing values are found, DART gives you the possibility of filling them with
some desired values, such as minimum, maximum, mean or random values (see data Setup
section for further details).



Introduction

A way to perform data exploration is by rank methods which analyse the order relationship
among elements. The different kinds of order methods available can be roughly classified
as total (called even-scoring) and partial-order ranking methods, according to the specific
order they provide. These methods are the ones needed to support and solve decision
problems, setting priorities. Besides sophisticated multivariate statistics, used mostly in
pre-processing and modelling data, priority setting makes use of quite simple
methodologies. However the increasing of problem complexity leads to the decision
processes becoming more complex, requiring the support of new tools. Thus there has
been increased interest in decision making strategies and several techniques have been
proposed. The intrinsic complexity of the systems analysed in chemistry research, and the
multiplicity of objectives involved like economic efficiency, environmental quality and
availability of resources, has led to complex multicriteria decision problems.

In the complex systems evaluated by ranking strategies, elements (chemical substances,
chemical processes, regions,...) are described by several attributes, referred to also as the
criteria; thus the system must be analysed by more than one criterion, and decisions must
be made by taking several criteria into account contemporaneously.

The criteria are any set of attributes which must reliably represent the system required
properties and which must be orientable, i.e. for each criterion it is necessary to explicitly
ascertain whether the best condition is satisfied by a minimum or maximum value of the
criterion.

Total and Partial order ranking strategies, which from a mathematical point of view are
based on elementary methods of Discrete Mathematics, appear an attractive and simple
tool to perform data analysis. A complete evaluation by the ranking technique requires a
pre-processing phase to establish an adequate data matrix, and a post-processing phase
to extract information and decisions on the system investigated. Obviously both pre-
processing and post-processing may influence the results significantly. Pre-processing
statistical techniques like Clustering, Principal Component analysis and broad order
statistics seems to be very suitable tools, providing a satisfactory solution to those
drawbacks related to noise and measurement error.

Total and partial order rankings can be analysed to establish the quality of the result
obtained. As is usual for regression and classification strategies, the quality of a ranking
procedure has to be evaluated by a deep analysis and by several indices, i.e. scalar
functions which describe features of an ordered set and allow comparison among different
rankings. Thus, the post-processing phase mainly consists in evaluating the quality of the
ranking procedure by calculating ranking indices.



Preprocessing techniques

Preprocessing

Preprocessing techniques used in DART consists in various well-known statistical techniques to be
applied to the dataset before any further ranking analysis, with the aim of obtaining better results from
the desired analysis. Usually, preprocessing appears to be especially useful for partial ranking, as in
this case one of the most relevant problem is the growth of incomparable objects; preprocessing the
dataset can lead to a reduction of incomparabilities, thus to a better ranking result.

The preprocessing techniques used in DART are briefly explained here.

Significant digits

The most simply technique, it consists in rounding all values to a given decimal digit. Rounding can help
to reduce incomparabilities in the Hasse diagram.

Bins partition

The method of bins partition consists in dividing the variable range into n bins, i.e. regular intervals,
consequently each element’s value is set to the average value of the bin in which it falls. This operation
makes the dataset more homogeneous, as similar values are set to an exact and equal value, thus
resulting very useful for Hasse diagram.

Principal Component Analysis

From a mathematical point of view the aim of principal component analysis is to transform
p-correlated variables into a set of orthogonal variables which reproduce the original
variance/covariance structure. This means rotating a p-th dimensional space to achieve
independence between variables. The new variables, called principal components, are
linear combinations of the original variables along the direction of maximum variance in
the multivariate space, and each linear combination explains a part of the total variance of
the data. Being orthogonal the information contained in each PC is unique. A maximum of
p principal axes can be derived from the original data containing p variables. The new
variables are defined by calculating eigenvalues and eigenvectors of the correlation matrix
C (or the covariance matrix S) obtained from the data matrix X. Because of their properties,
PCs can be used to summarize, in a few dimensions, most of the variability of a dispersion matrix of a
large number of variables, providing a measure of the amount of variance explained by a few
independent principal axes. This means that it is possible to choose only few of the first components
and to project the original elements in their new space, obtaining a dataset that has less variables than
the original one while it represents the same amount of information.

K-means clustering



Clustering consists in a partition of the elements into k clusters, then representatives (centroids) of each
cluster are defined and used to represent all cluster's belonging elements. In this way clusters are
considered equivalence classes. Thus, elements assignment to a cluster is based on some
measurement of similarity.

K-Means clustering algorithm is an iterative procedure for the division of elements into k arbitrary
clusters, starting from a random partition and then moving each element, during each iteration, to the
cluster which centroid is more near to the element itself (measurement of distance can be made using
different methods: euclidean, mahalanobis, chebyshev).

Total ranking

Total ranking

Total order ranking methods are multicriteria decision making techniques used for the ranking of various
alternatives on the basis of more than one criterion. A criterion is a standard by which the elements of
the system are judged. Criteria are not always in agreement, they can be conflicting, motivating the
need to find an overall optimum that can deviate from the optima of one or more of the single criteria.
Total order ranking methods are based on an aggregation of the criteria yr, wherer =1, ..R:

I=1{y1, ¥z, ---¥r)

Thus, if an element is characterised by R criteria, then a comparison of different elements needs a
scalar function, i.e. an order or ranking index, to sort them according to the numerical value of T.
Several evaluation methods which define a ranking parameter generating a total order ranking have
been proposed in the literature [Keller and Massart, 1991; Hendriks et al., 1992; Lewi et al., 1992];
those used in DART are Desirability functions, Utility functions, Dominance functions, Concordance
Analysis, Simple Additive Ranking, Hasse Average Ranking and Absolute Reference method.

These methods require the definition of the values and situations of optimum, i.e. for each criterion it is
necessary to ascertain explicitly if the best condition is satisfied by a minimum or a maximum criterion
value, and the trend from the minimum to the maximum must also be established.

The attribute setting is a crucial point in ranking methods since it requires the mathematization of
decision criteria which are often not completely defined or explicit.

Total order ranking results are strictly dependent on the criteria setting and thus can be completely
different for different settings.

[Hendriks et al., 1992] Hendriks, M.M.W.B., Boer, J.H. , Smilde, A.K., Doorbos, D.A.(1992). Multicriteria
Decision Making. Chemom.Intell.Lab.Syst., 16, 175-191.

[Keller and Massart, 1991] Keller, H.R., Massart, D.L. (1991). Multicriteria Decision Making: a case
study. Chemom.Intell.Lab.Syst., 11, 175-189.



[Lewi et al., 1992] Lewi, P.J., Van Hoof, J., Boey, P. (1992). Multicriteria Decision Making Using Pareto
Optimality and PROMETHEE Prefernce Ranking. Chemom.Intell.Lab.Syst., 16, 139-144.

Desirability functions

Desirability functions

Desirability functions are a well-known multicriteria decision making method. The
approach is based on the definition of a desirability function for each criterion in order to
transform values of the criteria to the same scale. Different kinds of functions can be used,
the more common ones being linear, sigmoid, logarithmic, exponential, step, normal,
parabolic, Laplace, triangular and box.

Each criterion is independently transformed into a desirability dir by an arbitrary function
which transforms the actual value of each element into a value between 0 and 1:

d,=f(y,) 0=<d, <1 r=12..R

r being the selected criterion, f the function chosen and yir the actual value of the i-th
element for the r-th criterion.

Once the kind of function and its trend for each criterion is defined, the global desirability
D of each i-th element can be evaluated as follows:

l||:||; = 'Eullld_l- 'dzf""'dﬁ‘.l D i: Dl’ i: I

The overall desirability is calculated combining all the desirabilities through a geometrical
mean. It must be highlighted that the desirability product is very strict: if an element is
poor with respect to one criterion, its overall desirability will be poor. If any desirability di
is equal to 0 the overall desirability Di will be zero, whereas the Di will be equal to one only
if all the desirabilities have the maximum value of one.

In addition each criterion can be weighted in order to take into account criterion
importance in the decision rule. In the case of weighted desirability functions the overall
desirability of the i-th element is defined as follows:

D=d%-d%-.-d* 0<D<xl

wr being the weight of the r-th criterion and



R

=1

r=1

Once D for each element has been calculated, all the elements can be ranked according to
their D value and the element with the highest D can be selected as the best one, if its D
value is acceptable.

A Desirability scale, shown in Table 1.1, was developed by Harrington [Harrington, 1965] :

Scale of D Quality evaluation

1.00 Improvement beyond this point has no
preference

1.00 - 0.80 Acceptable and excellent

0.80 - 0.63 Acceptable and good

0.63-0.40 Acceptable but poor

0.40-0.30 Borderline

0.30-0.00 Unacceptable

0.00 Completely unacceptable

Table 1.1 — Harrington qualitative definition of the Desirability scale.

The critical feature of this approach to multicriteria decision making problems is the
establishment of the relation between criteria and desirabilty values which must be
performed by the decision maker.

[Harrington, 1965] Harrington, E.C. (1965). The Desirability Function. Industrial Quality Control., 21,
494-498.

Utility functions

Utility functions

The approach is very similar to the desirability functions; each criterion is independently transformed
into a utility ur by a function which transforms the actual value of each element into a value between 0
and 1.

u, =f(y;) 0=u,_ =<1

r =

r being the selected criterion, f the function selected and yir the actual value of the i-th element for the r-
th criterion.

Once the kind of function and its trend for each criterion has been defined, the overall Utility U of each i-
th element is defined as:



In the case of weighted utility functions the overall utility is calculated as:

R
U = E W, -U, 0=U. =1
r=i
with
R
> w, =1

r=1

In this case the overall utility is calculated less severely: in fact the overall quality of an element can be
high even if a single utility function is zero.

Like the desirability functions, the utility functions are affected by arbitrariness related to the a priori
selection of the functions and corresponding upper and lower limits. Both desirability and utility functions
are very easy to calculate, thus specific software is not required.

Dominance functions

Dominance functions

The dominance function method is based on the comparison of the state of the different criteria for each
pair of elements. This approach does not require the transformation of each criterion into a quantitative
function, it has only to be established whether the best condition is satisfied by a minimum or maximum
value of the selected criterion.

For each pair of elements (i, j) three sets of criteria are determined:

R+(i,j) is the set of criteria w+ where i dominates j, i.e. where i is better than j, RO(i,j) is the one where i and
j are equal, and R-(i,j) is the set of criteria w - where i is dominated by j.

The dominance function between two elements i and j is calculated considering the weights of these two
sets, considering that the total sum of all of them is always equal to one, as follows:

2" g5 <2
A ZR_ T :
with
R
> w, =1

rml

A Cij value equal to 1 means equivalence of the two elements; Cij > 1 means that the element i is, on the



whole, superior to the element j, whereas Cij < 1 means that the element i is, on the whole, inferior to the
element j. The obtained values can be normalised according to:

C.-05 .
L=t 0=C; =1
1 2-05 :
A global score of the i-th element is then calculated as:
@I' =ZJ:G'E|: DE‘I)IE i:lrl'Ir_J]

and the corresponding i-th scaled value is:
&,

o =i 0<&, <1
MN-1

Elements with higher values of @’ are the optimal points.

Concordance analysis

Concordance analysis

The use of Concordance Analysis was introduced by Opperhuizen and Hutzinger as a multicriteria
decision making method for the priority setting of chemicals [Opperhuizen and Hutzinger, 1982]. The
main difference between Concordance Analysis and Desirability, Utility and Dominance functions is the
introduction of a reference element to which each element is compared. The reference element can be a
real element or a fictitious one: the centroid, i.e. the vector of the means, is frequently used as the fictitious
reference element.

Because of the different dimensions of the criteria, each criterion first undergoes normalisation, and each
is weighted according to its importance in the decision process. For each criterion the normalised value is
compared with the normalised value of the reference element.

For each element Concordance and Discordance sets are defined. The Concordance set ConSeti, related
to the i-th element, is composed by those criteria for which the i-th element has values higher than those of
the reference element i*:

ConSet; = {‘v‘r| (Vi > Ve )- m}

The Discordance set DiscSeti, related to the i-th element, is composed by those criteria for which the i-th
element has values lower than or equal to those of the reference element i*:

DiscSet; = {*cf':" (vi = ¥ }- w,.}

For each element a Concordance Indicator Cli, which measures the number of criteria for which the i-th
element is preferred to the reference element, is calculated as the sum of the weights belonging to the
criteria of the Concordance set, ConSeti:

o S = w, 0<CI <1

I aireConSetf,

Similarly a Discordance Indicator DIi, which quantifies not only the number of criteria with a



worse i-th element than the reference element but also how much worse it is, is calculated
as the weighted maximum difference between the criteria of the Discordance set and those
of the reference element:

D'f.i = Inax.feﬂu’sn&er. ﬁ"rlr B yi',r:l' W,

The maximum is taken over all the criteria of the Discordance set. The elements are ranked
according to the global score Ti:

I M

Since both CIi and DIi range from 0 to 1, the global scaled score I' of the i-th element is
calculated as: i

_ Cl,=DI, +1

T:
' 2

0<T; =<1

It must be pointed out that the Concordance Indicator, as defined in the classical
Concordance Analysis proposed by Opperhuizen and Hutzinger, is a measure of the number
of criteria for which each element is preferred to the reference element, since the Indicator is
defined as the sum of the weights belonging to the criteria of the Concordance set, however
no account is taken of the real quantitative distance between the two elements.

[Opperhuizen and Hutzinger, 1982] Oppernhuizen, A., Hutzinger, O. (1982). Multicriteria Analysis and Risk
Assesment. Chemosphere., 11, 675-678.

Simple Additive Ranking (SAR)

Simple Additive Ranking (SAR)

The Simple Additive Ranking method is based on the ranking of the objects with respect to
each criterion separately, and the subsequent aggregation of the weighted ranks by
arithmetic mean. After all the ranking rij of the i-th object for the j-th criterion are calculated,
the index value is calculated as

F

W, I,
E, F
J=

H

Then it is normalized as
. S -=1/n
¢ — 2

S, -
1-1/n
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Hasse Average Ranking (HAR)

Hasse Average Ranking (HAR)

The Hasse Average Ranking method is calculated as an empirical relation based on linear
extensions of the partial order. A linear extension is a projection of the partial order into a
total order that comply with all the relations in the partial order. Thus, from a partial order
ranking it is possible to obtain all its linear extensions, and then to evaluate an average
ranking for each object based on its ranking frequencies in all the linear extensions. The
main problem is that the number of linear extensions increases dramatically as the number
of incomparable pairs increases, so a simple empirical relation has been proposed by
Briggemann et al. [Briiggemann et al., 2004] and Carlsen [Carlsen, 2005] to evaluate the
average rank of each object:

(S, +1)-(n+1)

AR =(n+1)— =
(n+1-U))

where n is the total number of objects, Si the number of objects ranked below the i-th in the
Hasse diagram, and Ui the number of objects incomparable with the i-th.

[Briiggemann et al., 2004] Rainer Briggemann, Peter B. Sgrensen, Dorte Lerche, and Lars Carlsen,
Estimation of Averaged Ranks by a Local Partial Order Model, J. Chem. Inf. Comput. Sci. 2004, 44, 618-
625

[Carlsen, 2005] L. Carlsen, A QSAR Approach to Physico-Chemical Data for Organophosphates with
Special Focus on Known and Potential Nerve Agents, Internet Electron. J. Mod Des. 2005, 4, 355-366

Absolute reference

Absolute reference

The absolute reference method is based measuring the distance between each element and a reference
element, which is supposed to represent the overall optimum of all the considered criteria. This method
require the definition of the values and situations of optimum, i.e. for each criterion it is necessary to
explicitly ascertain not only whether the best condition is satisfied with a minimum value or a maximum
value of the criterion, but also the specific optimum values. To get rid of different criterion dimensions,
each criterion first undergoes normalisation and weighting to account for its importance.
Once a distance measure has been selected, the Absolute reference method calculates the entire N
distances between the elements and the reference element. If the Euclidean distance is selected, the
distance of the i-th element from the reference element (i*) is defined as:
| R i
':}II-I-* = |IE.; I:._!I'Jrl'r T .Ff*r:l ; H"llr
Fe

For each element a measure of its similarity with the reference element is derived from the
Euclidean distance according to the following expression:

S =1-d. 0<S <1

This similarity measure is used to rank the elements. It ranges from 0 (no similarity exists
between the considered element and the reference one) and 1 (there is complete similarity



between the considered element and the reference one).

It must be pointed out that this approach measures how far each element is from the
reference element, the distance being calculated in only one direction, i.e. on the assumption
that none of the investigated elements can be better than the one selected as the reference.

Indices for total ranking

Degeneracy indices

A degeneracy index k(N) was proposed by Bruggemann [Bruggermann and Halfon, 1999] to
measure the degeneracy of an order ranking. First proposed for partial ordered rankings, but easily
applicable to total ordered rankings, it is defined as:

c
k=Enc-{n: -1
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nc being the number of elements of the c-th equivalence class and C the total number of
equivalence classes.
The corresponding standardized index is:

Ko = B — 0 Sk <1

Note that in the case of two equivalence classes, one containing five elements and the other
only one element, the kstd index takes a value equal to 0.67, whereas in the case of two
equivalence classes, each containing three elements, the kstd index takes a value equal to
0.40. Thus the more the degeneracy is shared among the equivalence classes, the less is the
numerical value of ; thus this index depends not only on the degeneracy degree but also on
the degeneracy distribution in the equivalent classes. kstd

To avoid degeneracy distribution dependency an absolute degeneracy degree (D) of a
ranking is defined as:

Cfn 1
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SN N Py
D oD 0 =D=1
_"“"'I-

The numerator represents the difference between the amount of degeneracy of each
equivalence class and the case of total absence of degeneracy (uniform distribution); the
denominator corresponds to the maximum value reached by the numerator and is used to
scale the values between 0 and 1. Degeneracy D allows the evaluation of the non-uniformity
or diversity of the element distribution; D takes a value of 1 when all the elements have the
same value as the ranking parameter I', in which case the degeneracy is maximum and the
total ranking method used is not able to differentiate the elements, i.e. the elements are
correlated and only one equivalence class exists. On the other hand D takes the value of 0
for minimum degeneracy when all the elements differ from each other, and N equivalence



classes exist, each with only one element. The greater the degeneracy, the less the diversity
of the elements.

Discrimination power by ranking

In most of the cases, total ordered ranking methods are used in multicriteria decision-making problems
with the aim of defining priorities. For this purpose, of particular relevance is the method capability of
differentiating the elements with different values of the ranking parameter. The quality of an order set can
be quantified by the index proposed here, called Discrimination power by Ranking (DbyR), which
measures the capability of discriminating elements by a ranking according to the following expression:

D.byﬁ=1—% 0<DbyR<1

D being the absolute degeneracy degree and L the number of Levels, i.e. the number of different values of
the ranking parameter I'.

This index ranges from value 0 for the case of all elements equal to each other, i.e. only one equivalent
class (D = 1; L = 1), to 1 for the case of totally ordered sequence with no degeneracy (D = 0); and
increases with the decreasing of the degeneracy index.

Stability index

A total ranking, performed by any whatever total ranking method, is strictly determined by the set of criteria
used to describe the system, thus by changing the criteria different rankings arise. The set of criteria used
may vary, and an additional criterion may be used. Thus it is of interest to forecast the effect
on the ranking of increasing the number of considered criteria, i.e. to evaluate ranking
stability. The stability ranking index for a total ordered sequence is defined as:

StR = 1‘L‘"D 0<SR<1/N

where D is the degeneracy index and L the number of levels.

This index allows the distinguishing of the case of totally ordered sequence with no
degeneracy from the case of full degeneracy, in fact it ranges from 0 for full degeneracy to
1/N, which is assumed as the stability of an ordered sequence of N elements.

[Bruggermann and Halfon, 1999] Bruggemann, R. and Halfon, E. Introduction to the General Principles of
the Partial Order Ranking Theory. In Order Theoretical Tools in Environmental Sciences; Proceedings of
the Second Workshop on Order Theoretical Tools in Environmental Sciences, 7-43.

Partial ranking

Partial ranking

Ordering is one of the possible ways to analyse data and to get an overview over the elements of a



system. The elements are commonly characterised by more than one quantity, i.e. they are described by
several variables. As a consequence of the multivariate property of the elements, their ordering requires
specific techniques as “conflict” among the criteria is bound to exist. Total order ranking methods, being
scalar methods, combine the different criteria values into an index, the ranking index I', and element
comparison and ordering is performed according to the numerical value of . In this way the elements are
always ranked in a total or linear ordered sequence, but the information on conflict among criteria is
inevitably lost. Partial order ranking is a vectorial approach that recognizes that not all elements can be
directly compared with all other elements because, when many criteria are used, contradictions in the
ranking can be present. An example could help to better understand what criteria conflict is. The system is
made up of five, not perfectly correlated, elements (a, b, c, d, e), each described by two criteria r1 and r2,
and the aim is to discover which element is better than the other with respect to all the criteria. The
elements are sorted, arranging them according to r1 and r2 in the permutation diagram or by parallel
coordinates with a vertical orientation, as shown in figure:
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This representation highlights the inversions between the two criteria. Elements mutually
exchange their position according to the criterion used to sort them. Obviously the higher
the number of criteria, the higher the probability that contradictions in the ranking exist. The
partial ranking approach not only ranks elements but also identifies contradictions in the
criteria used for ranking: some "residual order" remains when many criteria are considered
and this motivates the term "partial order". Thus the more known concept of order is the one
demanding that all elements be comparable i.e. linear or total order, while partial order is
the one in which elements can be “not comparable”. If many elements are to be investigated,
and especially if many criteria are to be considered, the parallel coordinates become complex
and confusing. The Hasse diagram technigue is a useful tool to perform partial order rankings
with an easy visualisation of the obtained results.

Hasse Diagram Technique

Hasse Diagram Technique (HDT)

The Hasse diagram technique is a partial order ranking technique introduced in environmental sciences by
Halfon [Halfon and Reggiani, 1986] and refined by Bruggemann Bruggemann [Bruggemann and
Bartel, 1999c]. It is based on a specific order relation, named product order, and it provides a diagram,
which visualises the results of the sorting.

In this approach the basis for ranking is the information collected in the full set of criteria, called even
attributes, E, which is called the "information basis" of the comparative evaluation of elements.

The processed data matrix Q (N x R) contains N elements (rows) and R attributes (columns).
The entry yir of Q is the numerical value of the r-th attribute of the i-th element. According to
the product order relation, which the Hasse diagram technique is based on, IB being the
information basis of evaluation and E the set of N elements, the two elements s and t are
comparable if for all yr € IB either yr(s) <yr(t) or yr(t) 2yr(s). If yr(s) syr(t) for all yr € IB then



1.
2.

s <t.
The request "for all" is very important and is called the generality principle:

s5teEs<t < yvis)=pl)
ws) = W) & yds) = ydt) forall v, 1B

If there are some yr, for which yr(s) < yr(t) and some others for which yr(s) > yr(t) then s
and t are not comparable, and the common notation is st. If only one attribute is used or all
the attributes are perfectly correlated then total order is obtained, and all the elements are
comparable.

Partial order is determined by the actual information base, thus by changing the information
base (IB) different partial orders arise. Partial order sets can be developed easily with the
Hasse diagram technique, comparing each pair of elements and storing this information in
the Hasse matrix which is a (N x N) antisymmetric matrix. For each pair of elements s and t
the entry hst of this matrix is:

J+1 ify (s) = y,(¢f) forally,  IB
sl if 3. (s) <y, (f) forally, €IB
0 otherwise

Thus according to the so-called cover-relation, if there is no element “a@” of E, for which s <a
<t,a#s,tand s #t, then sis covered by t, and t covers s.

The results of the partial order ranking is visualised in a diagram which is constructed as follows:

1. each element is represented by a small circle

2. within each circle the element name, or the equivalence class, is given. Equivalent elements are
different elements that have the same numerical values with respect to a given set of attributes. The
equality according to a set of attributes defines an equivalence relation

3. if an order or cover relation exists then a line between the corresponding pairs of elements is drawn,
the elements belonging to an order relation are "comparable”

4. if s < t then s is drawn below t, therefore the diagram has orientation, consequently a sequence of
lines can only be read in one direction either upwards or downwards

5.if s<tandt<zthens <z according to the transitivity rule; however a line between s and z is not
drawn because this connection can be deduced from the lines between s and tand t and z

6. if either s <t ort < sthen s and t are not connected by a line; thus they are called "incomparable”

7. ‘incomparable’ elements are located at the same geometrical height and as high as possible in the
diagram, resulting in a structure of levels. Elements belonging to a given level are incomparable’.
Note, however, that a location of elements at different levels does not imply comparability.

In the Hasse diagram, the elements at the top of the diagram are called maximals and there are no
elements above them; instead elements which have no elements below are called minimals and they do
not cover any further element. If there is only one minimal element, then this is called the least element
and if there is only one maximal element, it is called the greatest element. In the environmental field,
where the Hasse technique was first applied, the criteria describe the elements in terms of environmental
hazard. The main assumption is that the lower the numerical value the lower the hazard. If a high
numerical value of an attribute corresponds to low hazard the attribute values must be multiplied by -1 to
invert their order.

Therefore, by this convention, the maximal elements are the most hazardous, and are selected to form the
set of priority elements. Elements that are not comparable with any other element are called isolated
elements, and can be seen as maximals and minimals at once: according to the caution principle they are
located at the top of diagram within those elements that require priority attention.

A chain is a set of comparable elements, therefore levels can be defined as the longest chain within the
diagram. An antichain is a set of mutually incomparable elements. The height (longest chain) and width
(longest antichain) of an order set are indicators of the relative number of comparable pairs of elements
compared to the total number of pairs. An example is provided to understand the Hasse diagram
interpretation. Let E be the set of 10 elements, and IB the information basis of four attributes describing
the elements then the data matrix processed is:

Element r1 r2 r3 r4
a 15 4 6 8



b 12 22 57 31
c 3 5 6 8
d 44 33 54 33
e 22 38 66 35
f 11 2 69 27
g 6 29 44 28
h 14 31 32 22
i 13 18 20 21
m 18 19 23 28

The corresponding Hasse matrix is:

a b c d e f g h i m
a - 0 0 -1 -1 0 0 0 -1
b 0 - 1 0 -1 0 0 0 0 0
c 0 -1 - -1 -1 0 -1 -1 -1 -1
d 1 0 1 - 0 0 1 1 1 1
e 1 1 1 0 - 0 1 1 1 1
f 0 0 0 0 0 - 0 0 0 0
g 0 0 1 -1 -1 0 - 0 0 0
h 0 0 1 -1 -1 0 0 - 1 0
i 0 0 1 -1 -1 0 0 -1 - -1
m 1 0 1 -1 -1 0 0 0 -
The corresponding Hasse diagram is:
Level 4
Level 3
Level 2
Level 1

In this Hasse diagram there are no equivalence classes; the elements are arranged in four levels,
elements d and e are maximals, and are not covered by any other element. The element f is an isolated
element since it is not comparable with any of the other elements; c is a minimal and, especially, a least
element. Several chains arise: for example d 2 g = c and e =2 h 2 i. = c. Obviously maximals are mutually
incomparable. At level 3, b and g are not comparable. Incomparability is due to contradictory attributes: for
each incomparable pair of elements there must be at least one pair of attributes of counteracting values.
Such attributes are called antagonistic. The key diagram interpretation is provided by the meaning of chain
and antichain. A chain indicates that the values of the attributes increase synchronously, whereas
antichains correspond to diverse patterns. Thus if attributes describe the hazard caused by chemicals
which are toxic to different species, then maximals are those elements of highest priority, the most toxic
ones, whilst incomparability expresses a diverse pattern of toxicity e.g. toxicity to different species. In this
case maximal elements are, in the same way, of priority attention, being toxic but in a different way.

In accordance with the literature [Bruggemann et al., 1993b] , the Hasse diagram technique has some
relevant advantages:



- evaluation can be represented as a graph

- the mathematics is very simple

- it can easily manage criteria of different scales (linguistic, ordinal and ratio-scaled criteria) since it does
not perform any numerical aggregation of the criteria.

Nevertheless there are some severe drawbacks:

- It is strictly dependent on the clarity of the graphical diagram: diagrams that are too complex or too poorly
structured, with more isolated elements than comparable elements because of conflict, are of little use.

- if there are too many contradictions criterion reduction must be performed by preliminary multivariate
statistic techniques, like Principal Component Analysis (PCA) Multidimensional Scaling.

- if many elements are to be evaluated, preliminary multivariate statistic techniques, like Cluster analysis,
are needed to get a readable diagram

- the generality principle is very restrictive and requires appropriate data handling. In fact it must be
ensured that any two elements ordered by ">" can be considered as physically and numerically
significantly different, i.e. they should have numerically significant data differences. Differences within
statistical noise, numerical uncertainty and experimental error are considered physically meaningless, but
the Hasse diagram technique considers such elements as different.

Data, and especially environmental data, are often associated with a significant degree of uncertainty
inherent in ranking analysis. The comparison of two elements (comparable/incomparable) and thus of the
ranking can obviously be affected by this uncertainty. There are two main sources of ranking uncertainty:
the relationship assumed between

the attributes and the phenomenon described by the ranking, and the input uncertainty. The first type of
uncertainty can be minimized by increasing the number of attributes so that a large number of different
aspects are taken into account; nevertheless the greater the number of attributes, the higher the
probability that contradictions will occur in ranking the attributes (incomparabilities), and thus the greater
the uncertainty in ranking the elements.

Uncertainty from input is the uncertainty induced from variability in the input parameters, which may be
due to true variability or to errors in the procedure used to determine the values.

[Bruggemann et al., 1993b] Bruggemann, R., Bucherl, C., Pudenz, S., Steinberg, C.E.W. (1993b).
Application of the Concept of Partial Order on Comparative Evaluation of Environmental Chemicals. Acta
Hydrochim. Hydrobiol., 27, 170-178.

[Bruggemann and Bartel, 1999c] Bruggemann, R., Bartel, H-G. (1999c). A Theoretical Concept to Rank
Environmentally Significant Chemicals. J.Chem.Inf.Comput.Sci., 39, 211-217.

[Halfon and Reggiani, 1986] Halfon, E., Reggiani, M.G. (1986). On Ranking Chemicals for Environmental
Hazard. Environ. Sci. Technol., 20, 1173-1179.

Indices for partial ranking

Degeneracy indices

A degeneracy index k(N) was proposed by Bruggemann to measure the degeneracy of an order ranking.
First proposed for partial ordered rankings, but easily applicable to total ordered rankings, it is defined as:
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nc being the number of elements of the c-th equivalence class and C the total number of



equivalence classes.
The corresponding standardized index is:
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Note that in the case of two equivalence classes, one containing five elements and the other
only one element, the kstd index takes a value equal to 0.67, whereas in the case of two
equivalence classes, each containing three elements, the kstd index takes a value equal to
0.40. Thus the more the degeneracy is shared among the equivalence classes, the less is the
numerical value of ; thus this index depends not only on the degeneracy degree but also on
the degeneracy distribution in the equivalent classes. kstd

To avoid degeneracy distribution dependency an absolute degeneracy degree (D) of a
ranking is defined as:

é.r.r; 1 ’
D —1{,:‘_1;* 0 <D<I
N

The numerator represents the difference between the amount of degeneracy of each
equivalence class and the case of total absence of degeneracy (uniform distribution); the
denominator corresponds to the maximum value reached by the numerator and is used to
scale the values between 0 and 1. Degeneracy D allows the evaluation of the non-uniformity
or diversity of the element distribution; D takes a value of 1 when all the elements have the
same value as the ranking parameter I', in which case the degeneracy is maximum and the
total ranking method used is not able to differentiate the elements, i.e. the elements are
correlated and only one equivalence class exists. On the other hand D takes the value of 0
for minimum degeneracy when all the elements differ from each other, and N equivalence
classes exist, each with only one element. The greater the degeneracy, the less the diversity
of the elements.

Comparability degree

Peculiar information encoded in a partial ordered set is that related to the comparability degree which can
be quantified by a simple comparability index (x). Taking into account the number of comparabilities in the
ranking, it is defined as:

V(N.R)
PO i) 0< y<1
L= NN=1)12 z

where the numerator V(N,R) represents the number of comparable pairs of elements counted in only one
direction and the denominator corresponds to the maximum theoretical value and is used to scale the
values between 0 and 1.

This index assumes value 1 for the chain case, i.e. total order, which represents the maximum
comparability, whereas, value 0 is assumed for the antichain case where no comparabilities exist. It must
be observed that this index assumes value 1 for both the one chain case and the theoretical case of all
elements equal each other, as in both these cases the comparability is maximum.

Discrimination power by ranking

When partial order ranking is performed for priority settings it is of great relevance to evaluate the ranking
procedure capability of discriminating elements according to different ranks; the discrimination power by
ranking (DbyR) of an order set, proposed in a similar formula even for totally ordered rankings, can be
calculated as:



DbyR=g—% 0<DbyR<1

where ¥ is the comparability degree, D the degeneracy degree and L the number of levels. It can be
observed that in the case of a chain, total order ranking, the comparability degree takes value 1, thus this
expression is equal to the one defined for total ranking. The discrimination power index ranges from
value 0 for the case of one antichain to 1 for the case of one chain, and increases with the
increasing of the comparability degree and the decreasing of the degeneracy index: it can be
observed that DbyR , by taking into account both the number of comparabilities in the
ranking and the amount of degeneracy of each equivalence class, permits the distinguishing
of the case of one chain with no degeneracy, for which x = 1, D = 0 and thus DbyR =1,
from the case of all elements equal to each other for which x = 1, D = 1 and thus DbyR = 0.

Stability indices

Partial order ranking is determined by the criteria considered in the ranking procedure, the actual
information base, thus by changing the information base (IB), different orders arise. The set of criteria
used may vary, and an additional criterion may be used in the information basis. Thus it is of interest to
forecast the effect on the ranking of increasing the number of considered criteria, i.e. evaluate the ranking
stability. The stability index proposed in the literature is defined as follows:

P(NR)=U[N R)! S5(N)
with
SN =UNR)+2-V(N.R)-k(N.R)

where V(N,R) is the number of comparabilities, U(N,R) the number of incomparabilities (counted in both
the directions) and k(N,R) the Bruggermann degeneracy index. This stability index ranges from 0 to 1:
when P(N,R) is near zero, then U(N,R) must be near zero and in such a case adding an attribute may
have quite a big influence on the ranking, in fact the higher the number of criteria, the greater the
probability that contradictions (incomparabilities) in ranking exist among criteria.

Conversely, when P(N,R) is near 1, then U(N,R) must be near S(N), and adding an attribute may have a
little influence on the ranking.

The quantity P(N,R) does not differentiate between full degeneracy and the one chain case
because, in both cases, no incomparability appears (U(N,R)=0).

Nevertheless the stability of the case of full degeneracy is different from the one chain case
stability. An example may be useful to better understand this concept: let E be the set
constituted of two elements (s,t) and IB the actual information base of R attributes

In the case of full degeneracy:

(E.1B)={(s,t)}

on adding an attribute, full degeneracy may still exist or a chain may arise.
In the case of a chain:

(E,1B) = {s,{}

on adding an attribute, the chain may still exist or an antichain may arise. Thus, assuming
the antichain case to be the case of maximum stability, because adding an attribute changes
nothing as the number of incomparabilities is already maximum, from the moment that the
one-chain is nearer the antichain case than the full degeneracy, the one-chain case should
be more stable than the full degeneracy case.

To take account of the differing stability of the one chain case and the case of full
degeneracy, a new ranking stability index is proposed:



0<StR=<1

where D is the absolute degeneracy index, x the comparability degree defined above and L
the number of levels. This index ranges from 0 for full degeneracy to 1 for the case of one
antichain, and increases with decreasing degeneracy, with the comparability decreasing and
with the decreasing of the number of levels. It can be observed that for a chain with no
degeneracy, where L = N and D = 0, StR takes the value of 1/N, which is assumed as the
stability of an ordered chain with N elements.

Diversity index

Other useful information encoded in partial ordered ranking is the diversity existing among the elements. A
ranking characterised by many incomparabilities between elements, indicates that the elements analysed
are of high diversity as far as concerns the criteria they are described with. Therefore antichain
corresponds to maximum diversity which can be measured as:

_ NEL(NR) -1
N—1

div O=div=1

where NEL(N,R) is the number of elements in the level, which contains the most elements, and N is the
total number of elements. In an antichain NEL(N,R) = N and div = 1; whereas for a chain NEL(N,R) = 1
and div = 0.

If equivalent classes with more than one element exist, the diversity is calculated as:

_ NELINR)-1
Z~

dliv O=div=1

where Z is the number of equivalent classes.

Selectivity index

The selectivity of a partial ordered ranking is a measure of its capability to providing a
unique orientation from “good” to “bad” and therefore it is assumed maximum in a total chain
and minimum in a total antichain, as in this case all the elements are incomparable with
each other and no orientation is founded. A selectivity index is defined as:

L-1
= =/ =
T=2— 0<T<1

and for equivalent classes with more than one element, it is computed as:
-1

T=—— 0<T <1

where Z is the number of equivalent classes.
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