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Misinformation surrounding crises poses a significant challenge for public institutions. Understanding
the relative effectiveness of different types of interventions to counter misinformation, and which
segments of the population are most and least receptive to them, is crucial. We conducted a
preregistered online experiment involving 5228 participants from Germany, Greece, Ireland, and
Poland. Participants were exposed to misinformation on climate change or COVID-19. In addition,
they were pre-emptively exposed to a prebunk, warning them of commonly used misleading
strategies, before encountering the misinformation, or were exposed to a debunking intervention
afterwards. The source of the intervention (i.e. the European Commission) was either revealed or

not. The findings show that both interventions change four variables reflecting vulnerability to
misinformation in the expected direction in almost all cases, with debunks being slightly more
effective than prebunks. Revealing the source of the interventions did not significantly impact their
overall effectiveness. One case of undesirable effect heterogeneity was observed: debunks with
revealed sources were less effective in decreasing the credibility of misinformation for people with
low levels of trust in the European Union (as elicited in a post-experimental questionnaire). While our
results mostly suggest that the European Commission, and possibly other public institutions, can
confidently debunk and prebunk misinformation regardless of the trust level of the recipients, further
evidence on this is needed.

Misinformation is prevalent today, especially in relation to crises such as the climate crisis and the COVID-19
pandemic. Climate change misinformation includes doubts about human involvement in global warming, the
denial of global warming’s existence and the rejection of the scientific consensus'. Similarly, the COVID-19
pandemic was accompanied by misinformation from the start, including narratives that questioned its existence,
downplayed its severity, promoted unproven remedies and cast doubt on the efficacy of vaccination?.

In addition to the threats posed by crises themselves, misinformation around crises threatens societies and
makes it more difficult for public institutions to address these crises. Believing in COVID-19 misinformation can
discourage protective behaviour*, including vaccination®, with potentially life-threatening consequences®. Expo-
sure to climate change misinformation decreases prosocial behaviour and acceptance of scientific facts’. Address-
ing and managing misinformation has therefore become a crucial component of an effective crisis response,
particularly when that misinformation jeopardises public discourse, institutional integrity and public health®.

Public institutions have access to science-based interventions to combat misinformation, including debunks
and prebunks’. Debunks involve exposing false information and refuting it with credible sources after exposure
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to misinformation!®-2. Prebunks, on the other hand, proactively warn individuals about misinformation before
exposure, refute often-used erroneous arguments and explain strategies commonly used in spreading false
information'*-*%,

Both prebunking and debunking interventions have been found to be effective in reducing the threat of
misinformation!"!>41721-26 "This paper addresses four main gaps in the literature, with four corresponding
research questions. First, although exceptions exist*”’-?’, prebunking and debunking interventions have typically
been investigated separately, leading to scarce evidence on their relative effectiveness. In this paper, we compare
the relative effectiveness of the two approaches, providing valuable insights to enable public institutions and
policymakers select the most efficient interventions in times of crisis.

Second, existing evidence on the impact of the source of these interventions on their effectiveness is still
inconclusive. People evidently consider the source when assessing the credibility of information***! and
misinformation®**. They appear to do so also for debunks**-*”. However, the role of source information in
relation to prebunks is unclear. This paper aims to uncover whether or not revealing the source of an interven-
tion against misinformation modifies its effectiveness. We use the European Commission as the source of the
intervention in the experiment, due to the major role that this institution played in the fight against COVID-19
misinformation in the European Union (EU)*.

Third, people’s trust in the source of misinformation-countering interventions may be fundamental to their
success, and yet there is a lack of research looking into this. This study examines whether the effectiveness of
misinformation-countering interventions depends on recipients’ levels of trust in the EU (i.e. the source of
our interventions). Trust in the EU is a commonly assessed measure, used here as an indicator of trust in the
European Commission, which is a common source of public campaigns such as those aimed at combating mis-
information. Source credibility may matter more to some people than others, and recent findings suggest that
tailored interventions taking perceived credibility into account may be worthwhile®.

Fourth, much of the available evidence is based on US samples. For instance, almost 70% of studies featured
in a debunking meta-analysis from 2018 examined North American samples?. Consequently, there is a burgeon-
ing literature on the effects of corrections cross-nationally?>**~%, Joining this literature, this study uses a wide,
non-US, multi-country sample to achieve broad generalisability of the findings. More specifically, our experi-
ment involved 5228 participants from four EU Member States—Germany, Greece, Ireland and Poland-which
we selected to achieve diversity in terms of average perceived frequency of encountering misinformation and
confidence in being able to spot it. In addition, this study examines the efficacy of prebunking and debunking
interventions for combating misinformation on two topics (i.e. COVID-19 and climate change) rather than just
one, and it includes comprehensive outcome variables, capturing not only self-reported beliefs but also intention
to share misinformation online or offline, publicly or with close contacts, and differentiating between endorsing
and condemning the content as motives for sharing.

Results
In this section, we report on the effects of debunks and prebunks from different sources on 5228 respondents’
agreement with, credibility assessment of and intentions to agree and disagree with the following six claims, of
which each participant encountered one in the form of an online newspaper article: (1) “It hasn’t warmed since
1998”; (2) “There is no scientific consensus on climate change”; (3) “Climate models are unreliable”; (4) “The
Covid-19 vaccine does not work”; (5) “The Covid-19 vaccine has not been properly tested in clinical trials”; (6)“
“The Covid-19 vaccine is dangerous”. More information on the selection of these claims can be found in the
“Methods” section.

Participants randomly received no intervention, a prebunk prior to their exposure to misinformation or
a debunk after their exposure to misinformation. Debunks and prebunks could furthermore come from an
unspecified source or from the European Commission. Afterwards, participants reported their levels of agree-
ment with the main claim of the article, assessed its credibility and indicated their intention to share the article
agreeing or disagreeing with it. Examples of a misinformation article, prebunk and debunk used in the experi-
ments are shown in (Fig. 1).

We analyse the effects on agreement with the main claim using an ordered logit model, on credibility assess-
ment using an ordinary least squares (OLS) model and on changes in sharing intention to agree and disagree
using binary logit models.

Do debunks and prebunks work?
As specified in the preregistration plan, all analyses will be pooled across topics and misinformation articles.
Compared with the control condition, where no prebunking or debunking intervention was provided, all four
interventions significantly and substantially reduced agreement with the misleading article’s claim (Fig. 2a, with
detail in Table S-10 of the supplementary material). These effects are substantial, approximately halving the
odds of strongly agreeing with the main (false) claims. There is also a significant association (i.e. main effect)
between trust in the EU (mean-centred and standardised) and agreement: participants with higher levels of
trust in the EU were less likely to agree with the claim. A one-standard-deviation increase in EU trust had an
effect identical to that of the prebunks. Average marginal effects (AMEs) are substantial, with a reduction in the
likelihood of (strong) agreement with the false claim of around 4 to 7 percentage points (pp) and an increase in
the likelihood of (strong) disagreement of around 3 to 12 pp. All corresponding AMEs are shown in (Table S-7)
in the supplementary material.

Debunks and prebunks had significant, negative and substantial effects on the credibility assessment of the
misleading article, regardless of the source (Fig. 2b). Again, there is a significant (main) negative association
with trust in the EU. All interventions successfully reduced credibility assessment by more than 1 point on the
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(a) Misinformation example

The sun, not humans, causes
climate change

It’s obvious and the scientific evidence is clear: the sun, not
humans, causes climate change, scientific study proves.

Written byl
February 10,2022

Ascientific paper that was recently published in a leading
academic journal proves that the sun, not humans, causes
climate change.

The article proves that recent warmingis caused through
changes in solar irradiance, meaning the amount of solar
energy that reaches the Earth. This is a completely natural
process.

This exposes previous “scientific” evidence claiming the
contrary. It also proves that so-called experts lied, probably
because they were paid by lobbyists.

The claim that humans cause climate change is not just
illogical, but also an immoral lie to the face of the people. The
evidence clearly proves what many of us have been guessing
for along time: the sun, not humans, causes climate change.

www.nature.com/scientificreports/

(b) Prebunk example (dashed line indicating EC source condition)

~:| An official website of the European Union

European I English
m Commission @

MISINFORMATION #ThinkBeforeSharing
Is this misinformation? Check before sharing

European | English
m Commission @ an

Home > Energy, Climate change, Environment > Climate change > Fighting disinformation

Fighting disinformation

Misinformation often uses several well-known techniques to
mislead people:

+ Claiming that one scientific article is proof. This alone should
raise alarm because no single study ever offers proof — it offers
evidence that needs to be interpreted in the light of previous
research

- Dismissing contrary evidence as untrustworthy or illogical. This
is a hallmark of pseudoscientific argumentation.

+ Claiming that there is a malevolent actor behind everything.
This is extremely unlikely.

+ Seeking to create negative emotions and an “us versus them”
scenario. This distracts from the facts. No scientific article
would do this.

Global warming is unequivocally human driven. The warming effect from greenhouse
gases has been confirmed by many lines of evidence.

A climate myth is that modern climate change is natural, and that the sun, not humans, has
always been, and still s, responsible for it. This claim is wrong. On the contrary, the warming
effect from greenhouse gases like carbon dioxide has been confirmed by many lines

of evidence.

The article uses several well-known techniques to mislead people:

+ It claims that one scientific article is proof. This alone should raise alarm because no single
study ever offers proof—it offers evidence that needs to be interpreted in the light of
previous research. Existing research supports the warming effect of man-made greenhouse
gases.

- Itdismisses contrary evidence as untrustworthy or iliogical. This is a hallmark
of pseudoscientific argumentation

+ It claims that there is a malevolent actor behind everything. This is extremely unlikely. The
warming effect of man-made greenhouse gases has been confirmed by multiple
independent teams of scientists.

« It seeks to create negative emotions and an “us versus them” scenario. This distracts from
the facts. No scientific article would do this.

Global warming i unequivocally human driven. The warming effect from greenhouse gases
like carbon dioxide has been confirmed by many lines of evidence.

Fig. 1. Examples of a (a) misinformation article, (b) prebunk and (c) debunk used in the experiment. The parts
of the prebunks and debunks that were present only in the treatments in which the source was the European
Commission are surrounded by dashed lines. Copyright for the flag of European Commission and related
screenshots from the website of the European Commission are owned by the European Commission, all rights
reserved. Note that these websites are solely for the purpose of the experiment and do not exist in this format.
Image credit for image of the sun (left): NASA/SDO.

credibility scale (which ranges from 0 to 16). In addition, a one-standard-deviation increase in the level of trust
in the EU was associated with a decrease of almost 1 point on the credibility rating scale, slightly below the
intervention effects.

The interventions made participants significantly less likely to intend to share the misleading article to express
their agreement, as shown in (Fig. 2¢). Neutral debunks reduced the odds of intention to share to show agreement
by almost half compared with the control (no intervention) treatment (corresponding to an AME of -9.15 pp),
followed by European Commission debunks with an odds ratio of 0.64 (~7.14 pp). The effects of the two preb-
unks were also significant (neutral prebunk: AME =-5.76 pp; EC prebunk: AME = -4.37 pp). Importantly, the
neutral debunk was significantly more effective than the neutral prebunk (OR=0.78, Cly; = (0.61-0.99), p=0.038,
AME =-3.39 pp), but the EC debunk was not more effective than the EC prebunk (OR =0.83, Clys=(0.66-1.04),
p=0.102, AME=-2.77 pp). Similarly to the previous outcome variables, participants with high levels of trust
in the EU displayed lower levels of intention to agree with the misleading article with an effect size similar to
that of the EC prebunk.

For participants’ willingness to share or discuss the misleading article to express disagreement (Fig. 2d), the
effects are less pronounced than for the previous outcomes. Two interventions increased the likelihood of such
an intention, but the effects are weaker than for other outcome variables. In particular, the EC debunk and the
neutral prebunk slightly increased the likelihood of participants wanting to share the misleading article to express
disagreement (respectively by 4.22 and 4.5 pp). However, the neutral debunk and the EC prebunk did not have a
significant impact, although the effect of the neutral debunk becomes significant when controlling for all covari-
ates specified in the preregistration (OR=1.39, Cly;=(1.08-1.79), p=0.01, AME =6.28 pp). As expected, a higher
level of trust in the EU was associated with a higher likelihood of sharing the misleading article to disagree with
it, with similar intensity to the two effective interventions.

The main effects presented above remain robust when accounting for all specified covariates in the preregis-
tration (see Table S-22 in the supplementary material). Robustness checks involved performing main analyses
with additional controls for subject characteristics including country of origin, responses to comprehension
check questions, correct recall of the intervention source, and the misinformation topic (more detail is provided
in the ‘Methods’ section).

Although not specified in the preregistration, we performed exploratory analyses to understand potential
cross-country differences in the observed effects (see Figure S-10 in the supplementary material for the country-
specific effects and Table S-4 and Table S-5 for random-effect models). These exploratory analyses revealed that
(1) effects on agreement with the main claim hold almost throughout all four countries; (2) effects on credibility
assessment appear in Germany and Poland, to a lesser extent in Ireland, and not in Greece; (3) effects on inten-
tion to agree are most significant in Poland, with some effects occurring in Ireland and Greece, but no significant
effects in Germany; and (4) effects on intention to disagree were significant in Poland only.
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Fig. 2. Effects of debunks and prebunks revealing (i.e. EC European Commission) or not revealing (i.e.
neutral) the source of the intervention on the main outcome variables. The y-axis shows the four experimental
treatments (with the control as the reference condition) and standardised trust in the EU (which is not a
treatment variable). The x-axis shows the changes in the four main outcome variables. (a) Shows the effects

on agreement with the main claim shown in the misleading article from an ordered logistic regression as odds
ratios; (b) shows the effects on the credibility assessment of the misleading article from a linear OLS regression
as linear estimates; (c) shows the effects on intention to share the misleading article to express agreement with
it (i.e. ‘sharing intention to agree’) from a binary logistic regression as odds ratios; (d) shows the effects on
intention to share the misleading article to express disagreement with it (i.e. ‘sharing intention to disagree’) from
a binary logistic regression as odds ratios. Effects of debunks are shown in blue and those of prebunks in red.
Bars represent heteroscedasticity-robust 95% confidence intervals. Significance levels: ***p <0.001, **p <0.01,
*p<0.05.

Do debunks or prebunks work better?

Controlling for the source and the level of trust in the EU, we observe two significant differences between debunks
and prebunks (see Fig. 3). First, debunks are more effective than prebunks in reducing agreement with the main
claim (OR=0.83, Cly;=(0.74-0.92), p=0.001). Agreement and strong agreement with the claims are reduced by
2 and 1 pp, respectively, with increasing likelihood of (strong) disagreement by 3.6 and 0.7 pp, respectively. Sec-
ond, debunks are more effective in decreasing the likelihood of sharing to express agreement with the false claim
(OR=0.803, Cly5=(0.68-0.95), p=0.008, AME = - 3.09 pp). However, there are no significant differences regard-
ing the other two outcome variables, namely credibility assessment (E=0.05, Clys=(—0.23-0.33), p =0.725) and
intention to share to express disagreement with the misleading article (OR=0.92, Cly;=(0.80-1.05), p=0.218,
AME =-1.5 pp), where the two interventions appear to perform equally well. Overall, these results suggest that
debunks have a (very) small advantage over prebunks in addressing misinformation, to the extent that both are
comparable (see the ‘Methods’ section for a discussion of their comparability). All corresponding AMEs are
shown in Table S-8 in the supplementary material.

Does revealing the source change the effectiveness of debunks and prebunks?
Figure 2 already compared the effects of both European Commission and neutral debunks and prebunks. To
further explore this, Fig. 3 presents the effects of EC-source compared with the neutral source (i.e. no source),
controlling for the type of intervention and the level of trust in the EU. Detailed results can be found in Table S-11
in the supplementary material. As can be seen, the estimates for EC source are non-significant across all outcome
variables, indicating that, overall, EC-source does not significantly alter the effectiveness of the interventions in
influencing the main outcome variables.

Exploratory analyses of country-specific effects reveal consistent null effects of revealing the European Com-
mission as the source of either intervention. The only exception is a negative effect in Greece on the sharing inten-
tion to disagree with the article (see Figure S-11 in the supplementary material for these country-specific effects).
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Fig. 3. Effects of debunks, prebunks and revealing the European Commission (i.e. EC) as the intervention
source on the main outcome variables. The y-axis shows the interventions (with the control as the reference
condition), the Commission as the source of the intervention (with neutral, i.e. no source as the reference
condition) and standardised trust in the EU (which is not a treatment variable). The x-axis shows the changes
in the four main outcome variables. (a) Shows the effects on agreement with the main claim shown in the
misleading article from an ordered logistic regression as odds ratios; (b) shows the effects on the credibility
assessment of the misleading article from a linear OLS regression as linear estimates; (c) shows the effects on
intention to share the misleading article to express agreement with it (i.e. ‘sharing intention to agree’) from a
binary logistic regression as odds ratios; (d) shows the effects on intention to share the misleading article to
express disagreement with it (i.e. ‘sharing intention to disagree’) from a binary logistic regression as odds ratios.
Effects of debunks are shown in blue and those of prebunks in red. Bars represent heteroscedasticity-robust 95%
confidence intervals. Significance levels: ***p <0.001, **p <0.01, *p < 0.05.

Does the effect of revealing the source vary based on people’s levels of trust in the source?
We also tested the preregistered interaction effects between the source of the debunk and prebunk (i.e. the
European Commission) and participants’ reported level of trust in the EU. The detailed values can be found in
Table S-12 and Table S-13 in the supplementary material. The regression analyses incorporate an interaction term
between the treatment variable and the mean-centred EU trust level. Therefore, the predictors for the treatment
variable represent its effect for people with average levels of trust in the EU, while the EU trust level variable indi-
cates the association between trust in the EU and the outcome variable for individuals in the reference treatment
group (i.e. receiving neutral debunks or prebunks). Note that the EU trust level was measured after the main task
and thus may have been influenced by the treatment assignment. We elaborate on the methodological choice of
eliciting the trust level after the treatment assignment in the discussion section. Yet, we stress already here the
importance of carefully interpreting these findings, as this method can bias treatment estimates**.

Figure 4 illustrates the conditional marginal effects for the only cases with significant interaction effects
between source information and EU trust on belief in the claim and credibility assessment of the misleading
article, in both cases for debunks (see Figure S-12 in the supplementary material for the complete information).
Specifically, as the level of trust in the EU increases, European Commission debunks are more effective in reduc-
ing agreement with the main claim compared with neutral debunks. This effect is prominent among respondents
with high levels of EU trust. However, no such interaction effect is observed for prebunks. The interaction effect
for debunks diminishes and becomes insignificant when all preregistered covariates are included (OR=0.87,
Clys=(0.71-1.07), p=0.192). Conditional effects are not robust for controlling the false discovery rate, which is
recommended when conducting multiple hypothesis tests at different levels of the conditioning variable (in our
case, the level of trust in the EU)*.

A more pronounced interaction effect is observed on perceived credibility. As the level of trust in the EU
increases, the Commission debunk is more effective than the neutral debunk in reducing the perceived cred-
ibility of the misleading article. This effect is evident in panel (b), where the Commission source decreases the
perceived credibility of the misleading article for the debunking intervention among individuals with high levels
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(a) Debunk: EC X EU Trust

(b) Debunk: EC X EU Trust
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Fig. 4. Conditional marginal effects for models with a significant interaction between the level of trust in
the EU and revealing the source of the intervention (i.e. EC European Commission v neutral-no source). (a)
Shows the change in agreement with the main claim resulting from providing the Commission as the source
conditional on the level of trust in the EU (which is not a treatment variable) based on an ordered logistic
regression; (b) shows the change in credibility assessment resulting from providing the Commission as the
source conditional on the level of trust in the EU based on an ordered logistic regression. The EU trust level
is de-meaned and standardised such that 0 on the x-axis corresponds to the average level of trust in the EU
and 1 unit on the x-axis corresponds to one standard deviation. Bars represent heteroscedasticity-robust 95%
confidence intervals.

of trust in the EU, but is counterproductive among individuals with low levels of trust in the EU. This significant
interaction effect remains robust when all covariates are included (b=-0.51, Cly5=(-0.94--0.08), p=0.019).
Conditional effects remain significant when adjusting confidence intervals to control the false discovery rate.

No significant interactions were found for participants’ intentions to share the misleading article, whether to
express agreement or disagreement, for either debunks or prebunks. These results remain robust when controlling
for the specified control variables outlined in the preregistration and detailed in the “Methods” section. Detailed
estimates including control variables can be found in Table S-23 and Table S-24 in the supplementary material.

Investigating country-specific effects (shown in Figure S-13-Figure S-16 in the supplementary material)
reveals that (1) the negative interaction between the Commission source and the EU trust level for debunks
on agreement with the main claim (panel (a) in Fig. 4) does not occur in any of the individual countries but is
rather a result of the narrower confidence intervals after pooling the data; (2) the negative interaction between
the Commission source and the EU trust level for debunks on credibility assessment is only significant in Greece,
with coefficients in other countries in the same direction but much smaller; (3) there are some additional minor
country-specific interaction effects, such as for the effect of debunks on intention to disagree in Germany, of
debunks on credibility assessment in Greece and of prebunks on agreement with the main claim in Ireland.
With respect to conditional effects, we furthermore note slight country-specific differences in comparison with
the pooled data.

Can perceptions of debunks and prebunks explain the effects?

Several mechanisms have been put forward to explain why tailored interventions can be more or less effective
than those that are not tailored*. To gain insights into these explanations, participants in our experiment evalu-
ated the interventions on dimensions such as perceived relevance, usefulness for improving decision-making,
authenticity, attention-grabbing nature and perceived manipulativeness. Ratings were recorded on 5-point Likert
scales and subsequently dichotomised, with agreement and strong agreement coded as 1 and all other responses
coded as 0. Binary logistic regression models were then used to estimate the impact of intervention type (prebunk
v debunk), the provided source (EC v neutral) and level of trust in the EU as independent variables. Figure 5
presents the findings. The corresponding AMEs are shown in (Table S-9) in the supplementary material.

Our findings reveal three key points. First, prebunks are rated as less relevant, less authentic and more
manipulative compared with debunks. Second, revealing that debunks and prebunks come from the European
Commission makes participants tend to see them as (slightly) more relevant and authentic. Lastly, individuals
with higher levels of trust in the EU are considerably more likely to perceive both interventions as relevant,
decision-enhancing, authentic and attention-grabbing, while being less likely to view them as manipulative.
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Fig. 5. Effects of the intervention type, the intervention source and the level of trust in the EU on the
perceptions of these interventions. Shows the estimates for the effects of the intervention (prebunk v

debunk), the source (EC v neutral) and standardised trust in the EU (which is not a treatment variable) on

the perceptions of the interventions with regard to being relevant, decision-enhancing, authentic, attention-
grabbing and manipulative. Outcome variables are 1 if participants (strongly) agreed and 0 otherwise.
Participants from the control condition are not included, as they saw no intervention that they could have rated.
The EU trust level is standardised such that a 1-unit change corresponds to one standard deviation. The models
are binary logistic regressions reporting the odds ratios and heteroscedasticity-robust 95% confidence intervals.
Significance levels: *** p <0.001, ** p<0.01, * p<0.05.

Further (exploratory) analyses incorporating interactions, similar to those discussed earlier, uncovered two
notable cases of significant interaction effects between the European Commission source and the level of trust
in the EU regarding perceptions of prebunks (see Figure S-17 in the supplementary material). In the first case,
as the level of trust in the EU increases, presenting the Commission source becomes increasingly effective in
enhancing people’s perception of the message’s usefulness for making informed decisions. In the second case, as
the level of trust in the EU increases, the Commission source becomes less likely to be perceived as manipulative.

While these findings regarding perceptions of interventions do not entirely account for the effects observed
in the main outcome variables, they do offer three insights. First, the lower effectiveness of prebunks compared
with debunks for inducing expected behavioural changes may be attributed to their perceived lack of relevance
and authenticity, coupled with a higher perception of manipulative intent. Importantly, these effects persist even
when controlling for the source of each intervention. Second, although Commission-branded interventions are
judged as less manipulative and more relevant, decision-enhancing, authentic and attention-grabbing, this does
not translate into their higher effectiveness, as explored before. Third, the increased effectiveness of Commis-
sion debunks, in terms of reducing belief in and credibility assessment of false or misleading articles among
individuals with high levels of trust in the EU, can be partially explained by the finding that as the EU trust level
increases, the inclusion of the Commission source enhances the perception of the message as useful for making
informed decisions and reduces its perceived manipulative nature.

Discussion

First, our results demonstrate that debunking and prebunking interventions effectively address common mis-
information claims related to COVID-19 and climate change in an EU context, notably in Germany, Greece,
Ireland, and Poland, largely confirming previous knowledge primarily obtained from the United States. These
interventions persistently influence three out of the four tested outcome variables in the expected direction.
Notably, only the European Commission debunk and the neutral prebunk significantly increase levels of inten-
tion to share a misleading article to express disagreement.
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Second, our findings indicate that debunks are slightly more effective than prebunks in combating misinfor-
mation. The two types of intervention do not differ in terms of reducing the perceived credibility of the mislead-
ing article claim and increasing people’s intention to share the article with others to express their disagreement.
However, debunks do reduce beliefs in false claims and likelihood of intending to share the misleading articles to
endorse them, more so than prebunks. This difference may be attributed to the fact that the employed debunks
explicitly address the claims made in the misleading articles while also highlighting commonly used strategies,
whereas prebunks solely focus on the latter. Although prebunks therefore have broader applicability, the fact
that they do not specifically address the false claim that people are to encounter or provide a factual substitute
may explain their lower effectiveness. Note that the design of our experiment does not allow a fully unbiased
comparison between prebunks and debunks, nor does it capture the long-term benefits of prebunking against
misinformation using the same misleading strategies®*?’.

Perceptions of the debunking and prebunking interventions shed light on their effects on the main outcome
variables, providing potential explanations. While a causal mediation analysis is not feasible in the current
experimental design, the data suggest that prebunks are perceived as more manipulative (with 31.56 v 25.87% of
respondents (strongly) agreeing that the intervention wanted to manipulate them) but less relevant and authentic
than debunks, which may account for their reduced effectiveness. These findings indicate that the additional
information in debunks, specifically addressing the content of the false claim, serves an important purpose.

Third, the findings show that, on average, revealing the source of the intervention (i.e. the European Com-
mission in our experiment) has virtually no impact on the effectiveness of this intervention. This finding is both
reassuring and disappointing for public institutions, policymakers and practitioners-reassuring, as it means that
stamping an intervention with its government sponsor does not hurt the intervention overall, but disappointing,
as one might hope that revealing that a government body is behind an intervention would increase its intended
effect. We find that interventions from the EU are perceived as more relevant and authentic. Therefore, debunk-
ing and prebunking interventions remain robust and can be utilised by the EU as a mass-communication tool to
counteract misinformation. That these findings could generalise to institutions like the World Health Organiza-
tion, the Organisation for Economic Co-operation and Development or the United Nations seems plausible but
needs to be verified empirically. Our results suggest that revealing the source of the intervention has no impact
on its effectiveness. Whether this would also be the case for other sources is unsure.

Lastly, our analyses provide a first step towards disentangling the effects based on people’s trust in the source
of the intervention. As a main effect, we find that trust in the EU is negatively correlated with belief in mislead-
ing articles, credibility assessment and intention to share the misleading article to agree with it, and positively
with intention to share it to disagree. This aligns with existing evidence demonstrating a negative association
between institutional trust and susceptibility to conspiracy theories and misinformation*->°. In terms of interac-
tion effects, results show that, as the level of trust in the EU increases, European Commission debunks are more
effective than neutral debunks for two out of the four outcome variables (i.e. agreement with the false claim and
the perceived credibility of the false claim). Conversely, neutral debunking surpasses Commission debunking
among individuals with low levels of trust in the EU only for the outcome variable of credibility assessment. The
observed interaction effects cannot be fully explained by the available perception data. Although we do not find
significant interactions between EU trust level and source for prebunks’ effectiveness, we do observe differences
in how the intervention is perceived based on individuals’ levels of trust in the EU. Specifically, a higher level of
trust in the EU is associated with lower perceptions of the intervention as manipulative and a higher perceived
message usefulness, whereas a lower level of trust in the EU is linked to a lower perceived usefulness of EU
interventions. We discuss important qualifications to these findings below.

We also note that some of the presented effects vary by country, although these analyses have not been pre-
registered and are thus exploratory, and we can only hypothesise about the causes of these differences. The slight
country deviations do not seem to reflect any pattern explainable by dominant country characteristics, such as
overall high/low levels of trust in the EU. Further investigation of potential explanations and demonstration
of cross-country differences would help to better understand the generalisability of intervention effects and
interactions with source information.

Based on our results, we recommend investing in trust-building measures alongside the design of interven-
tions such as debunking and prebunking. As suggested by our results, trust alone can be a preventive factor
against misinformation. Moreover, it is beneficial to identify population segments with high levels of mistrust and
support interaction within those populations through direct peer-to-peer communication from trusted sources.
Healthcare professionals, for instance, are typically perceived as trustworthy providers of health information®->3.
Therefore, initiatives to enhance healthcare professionals’ skills in debunking vaccination misinformation during
patient-professional interactions could complement the approaches employed in this study>*.

Knowledge about institutional trust in different segments of the population could be further used by institu-
tions to target and tailor prebunks and debunks. For example, selected groups could be addressed with more rig-
our and with explicitly designed prebunks and debunks—as opposed to a ‘one-size-fits-all’ or ‘shotgun’ approach
where interventions address everyone in the same way. More specifically, in light of evidence that people with
low levels of trust in public institutions are less receptive to some interventions against misinformation, these
interventions could either be focused on more receptive segments of the population or be modified to make them
more effective for those who are less receptive (or both). These processes correspond to what is known as target-
ing or tailoring, namely used in persuasion psychology®>*®, and more specifically in health communication**"-¢!,
communication to reduce climate scepticism®, and recently also nudging®** and debunking®.

Targeting and tailoring interventions can enhance their effectiveness by matching specific features with
recipient characteristics*. Tailored interventions recognise that individuals have different reasons for perceiving,
liking, disliking or reacting to interventions, leading them to prioritise different dimensions of interventions*.
These interventions can be more relevant, fitting, familiar, fluent, self-efficacy enhancing, authentic or
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attention-grabbing. However, tailored messages may also face challenges such as privacy concerns, perceived
manipulation, unfair judgements, stereotyping or repetitiveness*®%. The Facebook-Cambridge analytica scandal
serves as a cautionary example of misusing personal information for targeted campaigns. In 2018, a whistle-
blower revealed that Cambridge analytica used personal information collected without the authorisation of the
data subjects to profile and target them with personalised political advertisement®. Importantly, people were tar-
geted based on their personality profiles, which were inferred from their likes—a practice which has been shown
to work®-70, These targeted campaigns were said to have the objective to influence political preferences and thus
elections—in particular the 2016 US presidential campaign and the Brexit referendum. Given the public’s negative
perception of this event, the use of similar techniques for public policy requires critical assessment, meticulous
planning and transparent implementation, particularly when used to respond to mis- and disinformation.

There are some caveats to our experiment that should be discussed to properly interpret our findings. First,
the order in which we measured sharing intentions and beliefs about accuracy may have influenced participants’
decision-making”!. Asking about beliefs beforehand could have prompted participants to consider accuracy,
potentially reducing the likelihood of sharing misinformation. However, this could not possibly bias the treat-
ment effects as the order was consistent across all groups. Second, despite our large representative sample, the
external validity of our experiment is limited, as the interventions occurred immediately after exposure to mis-
information, without any intermittent stimuli, potentially inflating effect sizes. It is unclear to what extent our
findings generalise to more realistic situations, where the encounters with misinformation and corresponding
prebunks and debunks are further apart in time, or to different designs of debunks and prebunks. Third, the slight
advantage of debunks over prebunks that we observed for some outcome variables could be due to the debunks
and prebunks being implemented at different points in time, with respect to encountering the misleading arti-
cle, or due to the difference in content. We cannot unambiguously attribute this behavioural effect to one or the
other. However, our findings align with previous findings attesting higher effectiveness to debunks compared
with prebunks*?, while contradicting findings of prebunks being more effective?. Fourth, participants’ self-
reported levels of trust in the EU may be influenced by their assigned treatment, as they were elicited at the end
of the experiment. Exposure to a European Commission debunk or prebunk could lead participants to evaluate
the EU more favourably later on, potentially due to an experimenter demand effect. Indeed, our analysis shows
slightly higher levels of trust among participants in the Commission source group, but the difference is not sig-
nificant (b=0.16, SE=0.09, p=0.09). In addition, participants in the neutral source (i.e. no revealed source of
the intervention) conditions report significantly higher levels of trust in the EU compared with the control (i.e.
no intervention) condition (b=0.2, SE=0.09, p=0.04). This does not suggest the presence of an experimenter
demand effect. Regressions indicate that individuals in the debunking condition report higher levels of trust in
the EU than those in the control condition (b=0.26, SE=0.09, p=0.005), whereas there is no significant differ-
ence for those in the prebunking condition. The moderation results may thus suffer from post-treatment bias
and so must be approached with great caution*%. However, we emphasise that the alternative approach—to elicit
potential moderators before treatment—has its problems too, as such priming may lead to biased measurement of
average treatment and interaction effects’?. While priming bias is negligible in certain cases’ (average treatment
moderation effects are not changed with an additional measurement of the moderator directly preceding treat-
ment), this might not be the case for the moderators and treatments featured in our experiment, as measuring
political identity (a type of measure similar to levels of trust in the EU) has been shown to induce priming bias
in previous studies’. In any case, further investigations into the moderating role of trust in the EU with either
a priori measurement or external manipulation are desirable to substantiate our findings and test their robust-
ness. Fifth, we include two comprehension check questions before measuring dependent variables. This makes
it possible that the comprehension checks impact responses to the main questions. Importantly, false responses
to comprehension checks can lead participants to be exposed twice to the misinformation and/or the interven-
tion. In the latter case, this could lead to inflated treatment effect estimates. We observe that being exposed to
the intervention twice predicts the dependent variables in a way that does not correspond to the desired effect
of the interventions, if it predicts them at all. We interpret this evidence as ininconsistent with inflated treatment
effect estimates, yet insufficient to exclude this possibility. Lastly, as we investigate the effect of prebunks and
debunks and cannot credibly debunk true statements, we opted to only include misinformation in our set of
stimuli, prohibiting us from measuring truth discernment”. Thus, we acknowledge the concern that debunking
may increase general scepticism (as has been shown for game-based inoculation’®””) and that decreases in belief
may not be specific to the claim that is being assessed. While we attempt to capture the possibility of a ‘chilling
effect’ of the interventions by also measuring the effect on intention to share misinformation to disagree with it,
it does not eliminate this concern.

In conclusion, this study highlights the effectiveness of debunking and prebunking interventions in combating
misinformation about COVID-19 vaccination and climate change in EU Member States. Institutions with the
necessary resources, like the European Commission, should prioritise investing in these interventions, potentially
targeted or tailored, due to the lack of evidence suggesting the prevalence of unintended effects, but pending
further scientific evidence on this issue.

Methods

Participants

This study was run in October 2022 with a total of N =5 228 participants who completed the experiment (Ger-
many: n=1311; Greece: n=1 313; Ireland: n=1, 296; Poland: n=1 308). All participants who finished the sur-
vey were included in the analyses, consistent with the preregistration. Participants took on average 19.59 min
(SD=132.31, median =10.85) to complete the experiment. Ipsos NV paid participants a flat fee of around 220
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panel points, which corresponds to around EUR 2.20. Points can be redeemed in the Ipsos Giftshop, where
panellists have access to different products depending on the number of points.

To select the countries involved in this study, we loosely categorised all Member States according to whether
a relatively large or small fraction of respondents indicated that they encountered fake news almost every day or
once per week and according to the fraction of respondents indicating that they were confident or not confident
in their ability to identify fake news, based on data from the Flash Eurobarometer 464 on fake news and disin-
formation online”®. In line with the market access of the panel company, we selected countries with variation
regarding these two variables and assuring appropriate geographical diversity. The data underlying the country
selection are provided in (Table S-25) in the supplementary material.

The sampling process involved quotas based on age, gender and geographical region (NUTS (nomenclature
of territorial units for statistics) regions) to ensure a representative sample of each country’s population. Among
the respondents, 52.22% identified as female, 46.89% identified as male and the remaining respondents chose
neither of those. The age distribution was as follows: 9.7% were between 18 and 24, 15.61% between 25 and 34,
18.1% between 35 and 44, 18.06% between 45 and 54, 25.84% between 55 and 64, and 12.69% above 65 years
old. For detailed regional spread and sample characteristics by country, refer to (Table S-17-Table S-21) in the
supplementary material.

Power analysis

A power analysis was conducted using data from a pilot experiment consisting of 875 observations (more infor-
mation on the pilot experiment is provided below). This calculation assumed a 5% significance threshold and
a two-tailed z-test from a logistic regression. The required number of observations is 1,300 participants from
each country.

Preregistration and ethical approval

The preregistration is available at https://aspredicted.org/5hk7s.pdf. The experiment was reviewed and cleared
by the Ethics Committee of the Faculty of Economic Sciences, University of Warsaw, and by the Joint Research
Centre Research Ethics Board, both confirming that all methods were carried out in accordance with relevant
guidelines and regulations and approving all experimental protocols. Informed consent was obtained from all
subjects according to data protection Regulation (EU) 2018/1725 for EU institutions, bodies and agencies.

Exclusion criteria

Following the preregistration, only participants who did not complete the full survey were excluded from the
dataset. A total of n=5666 observations were removed, which includes participants who were screened out due
to quota requirements. Among the exclusions, at least n=2305 participants (21.16%) voluntarily dropped out,
while n=3361 individuals did not proceed beyond the screening stage. Although we cannot distinguish between
participants screened out by us and those who dropped out voluntarily at the screening stage, our experiment
monitoring indicates that the majority were screened out due to quota requirements. This does not suggest a
problem in dropouts during the experiment.

Recruitment and experimental treatments

The experiment was conducted online using LimeSurvey. Participants were recruited and paid a fixed amount
by online panel provider Ipsos NV. Participants were randomly assigned to one of five treatment groups. Partici-
pants read a prebunking message (prebunk), a debunking message (debunk) or no message (control). Both the
prebunk and debunk messages were further subdivided according to the information on the source responsible
for their implementation. There was either no information (no source) or information that the European Com-
mission implemented the intervention (EC-source). Thus, the design was a 2 (intervention: prebunk v debunk) x 2
(intervention source: no source v European Commission) + 1 (control) between-subjects design. Furthermore,
we introduced between-subjects variation regarding the topic of misinformation and the specific misleading
article. The misinformation topics (and related interventions) concerned 2 major topics (climate change and
COVID-19), for each of which there were 3 misinformation claims. Both the topic and misinformation claim
factors serve as robustness checks rather than treatment factors. Consequently, our main analyses pool across
these topics and claims to ensure sufficient power for the main hypothesis tests (however, see the supplementary
material for a discussion of differences by content).

Experimental materials

The supplementary material (‘Experimental materials’) contains the texts used for the interventions and mis-
leading articles, along with examples of how they were presented. The prebunks and debunks were designed to
be highly similar, which allowed us to compare the effectiveness of the interventions. More precisely, debunks
included all the information from prebunks and additional details specific to the misinformation addressed.
Debunks informed those who had encountered specific misinformation after the fact, whereas prebunks were
more general and preceded encounters with misinformation. For this reason, whereas debunks included a state-
ment, prebunks centred on a question (Ts this misinformation?’). It can also be noted that the prebunks, com-
pared with the debunks, placed more focus on sharing. This is ecologically valid given the prevalence of ‘check
before sharing), ‘think before you share’ and similar prebunking campaigns. Still, it is a potential concern that
this difference could have an undue effect on the participants: we could expect that prebunks, compared with
analogous debunks, would do particularly well in terms of discouraging sharing (compared with other effects).
This is not what we observe-prebunks only do as well as debunks in terms of lower credibility assessment, not
in terms of reduced willingness to share.
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With regard to the misleading articles, each presented one of six claims: three about climate change and three
about COVID-19. These six claims were selected from a set of 17 claims: eight on COVID-19 and nine on climate
change (more on how these were selected below). Apart from their specific claims and pictures, the mislead-
ing articles were identical. To create the articles, a misinformation claim was combined with a catchy headline,
picture and teaser text. Common misinformation techniques were employed in the generic text, and the article
was edited to resemble a typical online news item, including a blurred date and author information. The articles
used common misinformation techniques to enhance their credibility, including appeals to emotions, morality
and claims of absolute truth. They also employed strategies to undermine contrary claims, such as questioning
the credibility and morality of experts, or alleging the existence of a conspiracy.

The selection of three COVID-19 and three climate change claims involved two pretests (different from the
pilot described below). The first pretest, conducted in May 2022 in Germany, Greece and Poland, had 301 par-
ticipants rate a random set of four (out of eight possible) candidate claims about COVID-19. The second pretest
took place in September 2022 in Germany, Greece, Ireland, and Poland, with 416 participants rating a random
selection of four (out of nine possible) claims about climate change. The original set of 17 claims was sourced
from real claims found online (climate change, Skeptical Science Website under https://skepticalscience.com/
argument.php; COVID-19, ESOC COVID-19 Misinformation Dataset under https://esoc.princeton.edu/publi
cations/esoc-covid-19-misinformation-dataset). Participants rated each misleading claim’s credibility, indicated
their intention to share it or not and, if they wanted to share it, their reason for doing so (more detail on the out-
come variables is provided below). The three claims in each category that were used for articles in the study were
selected by ranking all claims from highest to lowest for each outcome variable separately and then counting the
number of times each claim had been in the top three for each outcome variable. The six final claims that were
selected for presentation in articles in the main experiment were (1) the planet hasn’t warmed since 1998; (2)
there is no scientific consensus on climate change; (3) climate models are unreliable; (4) the COVID-19 vaccine
does not work; (5) the COVID-19 vaccine has not been properly tested in clinical trials; and (6) the COVID-19
vaccine is dangerous. Examples of the articles used are provided in the supplementary material (‘Experimental
materials’). Participants in pretests did not participate in the main experiment.

Experimental procedure

After reading an introduction to and explanation of the experiment, participants followed a specific sequence
based on their assigned intervention treatment. In the prebunk condition, participants received the prebunking
message before reading the misleading article. In the debunk condition, participants read the debunking message
after reading the misleading article. The control condition involved participants only reading the article (for the
specific sequence and elements contained therein, see Table 1).

After receiving the intervention and reading the misleading article, participants answered three groups of
questions in the following order: first, participants stated their belief in the respective misinformation claim on
a 5-point Likert scale ranging from ‘strongly disagree’ to ‘strongly agree’. For example, participants who had read
the misleading article claiming that “it hasn’t warmed since 1998 indicated if they agreed with this statement or
not. Second, participants reported their intention to share the misinformation article or not and, conditional on
their response, gave the reasons for their intention. If they did intend to share it, they indicated their intention
to (a) share the article online with people who were close to them; (b) share the article online and publicly; (c)
talk face to face about the article with people who were close to them; and (d) talk face to face about the article
publicly. Participants indicated their agreement on 5-point Likert scales with the options ‘not at all; ‘a little, ‘nei-
ther a little nor a lot, ‘much’ and ‘very much’ Respondents who chose anything other than ‘not at all’ at least once
were asked about their reason for wanting to share the article. Participants provided their response on a 5-point
Likert scale ranging from ‘to express that I totally disagree with it’ to ‘to express that I totally agree with it’ Third,
participants indicated their perceptions of the credibility of the article. Specifically, they assessed credibility on
four dimensions, using 5-point semantic differential scales’®. These dimensions assessed credibility with respect
to accuracy (‘inaccurate’ to ‘accurate’), believability (‘unbelievable’ to ‘believable’), factuality (‘opinionated’ to
‘factual’) and trustworthiness (‘untrustworthy’ to ‘trustworthy’). For the analyses, these individual dimensions
were combined into a credibility assessment variable. These questions were forced choice, with no T don’t know’
or ‘Do not want to say’ options.

After responding to these questions, participants entered a post-experimental questionnaire. Most impor-
tantly, they reported their levels of trust in the EU. Specifically, they answered the question ‘How much trust do
you have in the European Union?’ on a 10-point scale ranging from ‘I do not trust it at all’ to T trust it completely..
The other questions related to trust in the national government of the respondent, general trust, agreement with
EU-specific statements, perceptions of the prebunk or debunk, the perceived source of the prebunk or debunk

Treatment | Introduction | Prebunk | Misinformation | Debunk | DVs | Questionnaire | Debriefing
Control Yes No Yes No Yes Yes Yes
Prebunk Yes Yes Yes No Yes Yes Yes
Debunk Yes No Yes Yes Yes Yes Yes

Table 1. Experimental sequence for different treatments. NB: Indicates whether a specific component of the
experiment (column) occurs in the respective intervention treatment (rows). DV dependent variable.
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and further general questions related to perceptions of misinformation. After the questionnaire, all participants
were debriefed. See the supplementary material for the questionnaire and debriefing message.

Comprehension checks

Participants were presented with two comprehension check questions, one after being exposed to the prebunk
or debunk and another after reading the misleading article. These questions assessed understanding of the
intervention and the misinformation. If participants answered a question incorrectly or left it unanswered,
they were instructed to review the corresponding text (prebunk, debunk, misinformation) before proceeding.
To check for comprehension of the misinformation article, after reading it, participants in all treatments were
asked ‘Does the article claim that the vaccine is safe?’ if the article was on COVID-19 or ‘Does the article claim
that climate change is happening?’ if the article was on climate change (correct answer: no). Participants in the
prebunk treatment were asked, after reading the prebunk, ‘Does the previous article state that an often-used
technique to mislead people is to claim that there is a malevolent actor behind everything?’ (correct answer:
yes). Participants in the debunk treatment were asked, after reading the debunk, ‘Does the article claim that it is
a myth that [relevant claim from the article]?’ (correct answer: yes). Participants in the control treatment, who
saw an unrelated article on financial decision-making, were asked ‘Does the previous article argue that financial
decisions can be quite complex?’ (correct answer: yes).

Pilot experiment

The pilot experiment was conducted in May 2022, with a total of n=_875 participants completing it (Germany:
n=293; Greece: n=282; Poland: n=300). All observations were included in the analysis. Participants were
sampled based on quotas to ensure a sample representative of each country’s public, considering age, gender
and geographical region (NUTS regions). The participant breakdown was 51.31% female and 48.69% male, with
age distributed as follows: 29.87% were between 18 and 34, 22.75% between 35 and 44, and 46.79% between 45
and 64 years old (0.58% did not provide a response). The pilot aimed to test the initial design, identify potential
improvements and generate initial estimates for effect sizes to inform power analyses for the main experiment. It
led to changes in the experiment’s sequencing and the inclusion of a control group. The pilot experiment focused
on debunks of COVID-19 misinformation.

Analysis
The four main variables were analysed according to the preregistration as follows: agreement with the claim was
analysed using an ordered logit model with the ordered response variable. Credibility assessments were ana-
lysed using an ordinary least squares model, summing the four credibility responses as the dependent variable.
Behavioural intentions were analysed using two binary logistic models, dichotomising the ordered variable to
represent whether respondents expressed an intention to circulate the misleading article and indicated doing so
to express (dis-)agreement or total (dis-)agreement, zero otherwise.

For all main hypothesis tests (i.e. the interaction effects), the independent variables included the intervention
source, the metric EU trust variable and their interaction. Heteroskedasticity-robust standard errors were used
for all model estimations.

Robustness checks

We conducted robustness checks for key analyses, as preregistered. These checks control for age, gender, level of
education, country of residence, political ideology, trust in the national government, general trust, a trust index
in the EU, need for cognition, frequency of social media use, perceived frequency of encountering misinforma-
tion, perceived importance of sharing true information and confidence in identifying misinformation, as well as
responses to the comprehension check questions and a manipulation check regarding the correct identification
of the intervention source. Analyses incorporating the misinformation topic are conducted separately in the
supplementary material.

Data availability
The data supporting the findings of this study are available from the Open Science Framework (https://osf.io/
7kytz/?view_only=4ea3191090fd4eb08938ce4979ab296f, doi: https://doi.org/10.17605/OSEIO/7KYTZ).

Code availability
The syntax used to analyse the dataset in this study is available from the Open Science Framework (https://
osf.io/7kytz/?view_only=4ea3191090fd4eb08938ce4979ab296f, doi: https://doi.org/10.17605/OSEIO/7KYTZ).
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