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Abstract

Misinformation surrounding crises poses a significant challenge for public institutions. Understanding the
relative effectiveness of different types of interventions to counter misinformation and understanding
which segments of the population are most or least receptive to them, is crucial. We conduct a
preregistered online experiment involving 5,228 participants from Germany, Greece, Ireland, and Poland.
Participants were exposed to misinformation on climate change or Covid-19. In addition, they were pre-
emptively exposed to a prebunk, warning them of commonly used misleading strategies, before
encountering the misinformation, or a debunking intervention afterward. The source of the intervention
(i.e. the European Commission) was either revealed or not. Findings show that both interventions
effectively change the four outcome variables in the desired direction in almost all cases, with debunks
sometimes being more effective than prebunks. Moreover, revealing the source of the interventions does
not significantly impact their overall effectiveness. Although one case of undesirable effect heterogeneity
— debunks with revealed source were less effective in decreasing credibility of misinformation for people
with low trust in the European Union — was observed, the results mostly suggest that the European
Commission, and possibly other institutions, can confidently debunk and prebunk misinformation
regardless of the trust level of its recipients.
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Introduction

Misinformation is prevalent in various crises, such as the climate crisis and Covid-19. Climate change
misinformation includes doubts about human involvement in global warming, denial of its existence, and
rejection of the scientific consensus?. Similarly, Covid-19 has been accompanied by misinformation from
the start, including narratives that question its existence, downplay its severity, promote unproven
remedies, and cast doubt on the efficacy of vaccination?.

In addition to the threat posed by crises themselves, misinformation around crises threatens societies and
increases for difficulty of public institutions to address these crises. Believing in Covid-19 misinformation
can discourage protective behaviour®*, including vaccination®, with potentially life-threatening
consequences®. Exposure to climate change misinformation decreases pro-social behaviour and
acceptance of scientific facts’. Addressing and managing misinformation has therefore become a crucial
component of an effective crisis-response, particularly when it jeopardizes public discourse, institutional
integrity, and public health?.

Public institutions have access to science-based interventions to combat misinformation, including
debunks and prebunks®. Debunks involve exposing and refuting false information with credible sources
after exposure to misinformation®*2, Prebunks, on the other hand, proactively warn individuals about
misinformation before exposure, refute often used erroneous arguments, and explain the strategies
commonly used in spreading false information3-22,

Both prebunking and debunking interventions have been found to be effective in reducing the threat of
misinformation!31417.21-26 * Thjs paper addresses four main gaps in the literature, with four
corresponding research questions. First, although exceptions exist?’=2°, prebunking and debunking
interventions have been typically investigated separately, leading to scarce evidence on their relative
effectiveness. In this paper, we compare the relative effectiveness of the two approaches, providing
valuable insights to enable public institutions and policymakers to select the most efficient interventions
in times of crises.

Second, existing evidence on the effect of the source of these interventions on their effectiveness is still
inconclusive. People evidently consider the source when assessing the credibility of information3®3! and
misinformation3233, They appear to do so also for debunks®3*-3¢, However, the role of source information
for prebunks is unclear. This paper aims to uncover whether revealing the source of an intervention
against misinformation modifies its effectiveness. We use the European Commission (referred to as ‘EC’)
as the source of the intervention in the experiment due to the major role that this institution played in
the fight against Covid-19 misinformation in the European Union (EU)*".

Third, people’s trust in the source of misinformation-countering interventions may be fundamental to
their success, and yet there is a lack of evidence looking into this. This study examines whether the
effectiveness of misinformation-countering interventions depends on recipients’ levels of trust in the EU
(i.e. the source of our interventions). Trust in the EU is a commonly assessed measure, used here as an
indicator of trust in the European Commission, which is the common source of public campaigns like those
aiming at combatting misinformation. Source credibility may matter more to some people than to others
and recent findings suggest that tailored interventions taking perceived credibility into account may be
worthwhile3,



Fourth, much of the available evidence is based on US samples. For instance, a debunking meta-analysis
from 2018 consisted of almost 70% studies with a North American sample?3. This study uses a wide non-
US, multi-country sample to reach a wide generalisability of the findings. More specifically, our
experiment involved 5,228 participants from four European countries (Germany, Greece, Ireland and
Poland). In addition, this study examines the efficacy of prebunking and debunking interventions for
misinformation on two topics rather than just one (i.e. Covid-19 and climate change) and includes
comprehensive outcome variables, capturing not only self-reported beliefs but also intentions to share
misinformation online and offline, with public or close contacts, and differentiating between endorsing
and condemning its content as motives for sharing.

Methods and Materials
Participants

This study was run in October 2022 with a total of N=5,228 participants who completed the experiment
(Germany: n=1,311; Greece: n=1,313; Ireland: n=1,296; Poland: n=1,308). All participants who finished
the survey were included in the analyses, consistent with the preregistration.

The sampling process involved quotas based on age, gender, and geographic region (NUTS regions) to
ensure a representative sample of each country's population. Among the respondents, 52.22% identified
as female, 46.89% as male, and the remaining respondents chose none of those. The age distribution was
as follows: 9.7% were between 18 and 24, 15.61% between 25 and 34, 18.1% between 35 and 44, 18.06%
between 45 and 54, 25.84% between 55 and 64, and 12.69% were above 65 years old. For detailed
regional spread and sample characteristics by country please refer to Table S-12 — Table S-16 in the
Supplementary Material.

Power analysis

A power analysis was conducted using data from a pilot experiment consisting of 875 observations (more
information on the pilot experiment is provided below). This calculation assumed a 5% significance
threshold and a two-tailed z-test from a logistic regression. The required number of observations is 1,300
participants from each country.

Preregistration and ethical approval

The preregistration is available at aspredicted.org under https://aspredicted.org/blind.php?x=5XH 2QP.
The experiment was reviewed and cleared by the Ethics Committee of the Faculty of Economic Sciences,
University of Warsaw.

Exclusion criteria

Following the preregistration, only participants who did not complete the full survey were excluded from
the dataset. A total of N=5,665 observations were removed, which includes participants who were
screened out due to quota requirements. Among the exclusions, at least N=2,305 participants (21.16%)
voluntarily dropped out, while N=3,361 individuals did not proceed beyond the screening stage. Although
we cannot distinguish between participants screened out by us and those who dropped voluntarily at the
screening stage, our experiment monitoring indicates that the majority were screened out by us.


https://aspredicted.org/blind.php?x=5XH_2QP

Recruitment and experimental treatments

The experiment was conducted online using Limesurvey. Participants were recruited and paid a fixed
amount by online panel provider Ipsos NV. Participants were randomly assigned to one of five treatment
groups. Participants read either a prebunking message (prebunk), a debunking message (debunk), or no
message (control). Both the prebunk and debunk messages were further subdivided according to the
information on the source responsible for their implementation. There was either no information (no
source) or information that the European Commission implemented either intervention (EC source). Thus,
the design was a 2 (intervention: prebunks vs. debunk) x 2 (intervention source: no source vs. European
Commission) + 1 (control) between-subjects design. Furthermore, we introduced between-subjects
variation regarding the topic of misinformation and the specific misleading article. Thus, the factorial
design was extended to a 2 (intervention: prebunks vs. debunk) x 2 (intervention source: no source vs.
European Commission) x 2 (misinformation topic: climate change vs. Covid-19) x 3 (misinformation claim:
claim 1 vs. claim 2 vs. claim 3) + 1 (control) between-subjects design. Both the topic and misinformation
claim factors serve as robustness checks rather than treatment factors for which we are interested in the
treatment effect. Consequently, our main analyses aggregate over these two factors (however, see
Supplementary Material for a discussion of differences by content).

Experimental materials

The Supplementary Material (Experimental materials) contains the texts used for interventions and
misleading articles, along with examples of their presentation. The prebunks and debunks were designed
to be nearly identical, with debunks including all the information from prebunks and additional details
specific to the misinformation addressed. Debunks informed those who have encountered specific
misinformation after the fact, while prebunks were more general and preceded encounters with
misinformation. By designing both prebunks and debunks in a similar way, we can compare the
effectiveness of both interventions.

As regards the misleading articles, there were three possible claims for climate change and Covid-19,
respectively. These six claims were selected from a set of 17 claims: eight on Covid-19 and nine on climate
change (more on how these were selected below). Apart from specific claims and pictures, the misleading
articles were identical. To create the articles, a misinformation claim was combined with a catchy
headline, picture, and teaser text. Common misinformation techniques were employed in the generic text,
and the article was edited to resemble a typical online news item, including a blurred date and author
information. The articles used common misinformation techniques to enhance their credibility, including
appeals to emotions, morality, and claims of absolute truth. They also employed strategies to undermine
contrary claims, such as questioning the credibility and morality of experts, or alleging the existence of a
conspiracy.

The selection of three Covid-19 and three climate change claims involved two pre-tests (different from
the pilot described below). The first pre-test, conducted in May 2022 in Germany, Greece, and Poland,
had 301 participants rating a random set of four candidate articles out of eight on Covid-19. The second
pre-test took place in September 2022 in Germany, Greece, Ireland, and Poland, with 416 participants
rating a random selection of four articles out of nine for climate change claims. The original set of 17
claims was sourced from real claims found online (Climate change: Skeptical Science Website™"; Covid-

*** https://skepticalscience.com/argument.php
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19: ESOC COVID-19 Misinformation Dataset™"). Participants rated each misleading article’s credibility,
indicated their intentions to share it, and in case they wanted to share it, their reason to do so (more
detail on the outcome variables is provided below). The respective three articles were selected by ranking
the articles from highest to lowest for each outcome variable separately and then counting the number
of times the respective article had been in the top three of articles for each outcome variable. The 6 final
claims that were selected for the main experiment were (1) “It hasn’t warmed since 1998”; (2) “There is
no scientific consensus on climate change”; (3) “Climate models are unreliable”; (4) “The Covid-19 vaccine
does not work”; (5) “The Covid-19 vaccine has not been properly tested in clinical trials”; (6) “The Covid-
19 vaccine is dangerous”. Examples for the used articles are shown in the Supplementary Material
(Experimental materials). Participants in pre-tests did not participate in the main experiment.

Experimental procedure

After reading an introduction and explanation for the experiment, participants followed a specific
sequence based on their assigned intervention treatment. In the prebunk condition, participants received
the prebunking message before reading the misleading article. In the debunk condition, participants read
the debunking message after reading the misleading article. The control condition involved participants
only reading the article (for the specific sequence and elements contained therein see Table 1).

After receiving the intervention and reading the misleading article, participants answered three groups of
guestions in the following order: First, participants stated their belief in the respective misinformation
claim on a 5-Point Likert scale ranging from ‘strongly disagree’ to ‘strongly agree’. For example,
participants who had read the misleading article claiming that “it hasn’t warmed since 1998” indicated
their agreement with this very statement. Second, participants reported their intentions to engage with
the misinformation article and, conditional on their response, gave the reasons for their intention. For the
former, they indicated their intentions to (a) share the article online with people who were close to them:;
(b) share the article online and publicly; (c) talk face-to-face about the article to people who were close to
them; and (d) talk face-to-face about the article publicly. Participants indicated their agreement on 5-point
Likert scales with options ‘not at all’, ‘a little’, ‘neither a little nor a lot’, ‘much’ and ‘very much’.
Respondents who chose anything else than “not at all” at least once were asked about their reason for
wanting to engage with the article. Participants provided their response on a 5-Point Likert scale ranging
from ‘To express that | totally disagree with it’ to ‘To express that | totally agree with it’. Third, participants
indicated their perceptions of credibility of the article. Specifically, they assessed credibility on four
dimensions, using 5-point semantic differential scales®. These dimensions assessed credibility with
respect to accuracy (‘inaccurate’ — ‘accurate’), believability (‘unbelievable’ — ‘believable’), factuality
(‘opinionated’ — ‘factual’) and trustworthiness (‘untrustworthy’ — ‘trustworthy’). All outcome variables
were forced choice, with no ‘I don’t know’ or ‘Do not want to say’ options.

After responding to these questions, participants entered a post-experimental questionnaire. Most
importantly, they reported their levels of trust in the EU. Specifically, they answered the question “How
much trust do you have in the European Union?” on a 10-point scale ranging from ‘l do not trust it at all’
to ‘I trust it completely’. After the questionnaire, all participants were debriefed. The other questions
related to trust in the national government of the respondent, general trust, agreement with EU-specific
statements, perceptions of the prebunk or debunk, the perceived source of the prebunk or debunk, and

™ https://esoc.princeton.edu/publications/esoc-covid-19-misinformation-dataset
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further general questions related to perceptions of misinformation. See the Supplementary Material for
guestionnaire questions and the debriefing message.

Table 1. Experimental sequence for different treatments.

Treatment Introduction Prebunk Misinformation Debunk DVs Questionnaire Debriefing
Control YES NO YES NO YES YES YES
Prebunk YES YES YES NO YES YES YES
Debunk YES NO YES YES YES YES YES
Notes: Indicates whether a specific component of the experiment (column) occurs in the respective intervention treatment
(rows).

Comprehension checks

Participants were presented with two comprehension check questions, one after being exposed to the
prebunk or debunk, and another after reading the misleading article. These questions assessed
understanding of the intervention and the misinformation. If participants answered a question incorrectly
or left it unanswered, they were instructed to review the corresponding text (prebunk, debunk,
misinformation) before proceeding.

Pilot experiment

The pilot experiment was conducted in May 2022, with a total of N=875 participants completing it
(Germany: n=293; Greece: n=282; Poland: n=300). All observations were included in the analysis.
Participants were sampled based on quotas to ensure a sample representative of each country's public,
considering age, gender, and geographic region (NUTS regions). The participant breakdown was 51.31%
female, 48.69% male, with age distributed as follows: 29.87% were between 18 and 34, 22.75% between
35 and 44, and 46.79% between 45 and 64 years old (0.58% did not provide a response). The pilot aimed
to test the initial design, identify potential improvements, and generate initial estimates for effect sizes
to inform power analyses for the main experiment. It led to changes in the experiment's sequencing and
the inclusion of a control group. The pilot experiment focused on debunk interventions for Covid-19
misinformation.

Analysis

The four main variables were analysed according to the preregistration as follows: Agreement with the
claim was analysed using an ordered logit model with the ordered response variable. Credibility
assessments were analysed using an ordinary least squares model, summing the four credibility responses
as the dependent variable. Behavioural intentions were analysed using two binary logistic models,
dichotomizing the ordered variable to represent whether respondents expressed intentions to circulate
the misleading article and indicated doing so to express (dis-)agreement or total (dis-)agreement, zero
otherwise.

For all main hypothesis tests (i.e., the interaction effects), the independent variables included the
intervention source, the metric EU trust variable, and their interaction. Heteroskedasticity robust
standard errors were used for all model estimations.



Robustness checks

We conducted robustness checks for key analyses, as preregistered. These checks control for age, gender,
level of education, country of residence, political ideology, trust in the national government, general trust,
a trust index in the EU, need for cognition, frequency of social media use, perceived frequency of
misinformation encounter, perceived importance of sharing true information, confidence in identifying
misinformation, as well as responses to the comprehension check questions, and a manipulation check
regarding the correct identification of the debunk/prebunk source. Analyses incorporating the
misinformation topic are conducted separately in the Supplementary Material.

Results
Do debunks and prebunks work?

Compared to the control condition, where no prebunking or debunking intervention was provided, all four
interventions significantly and substantially reduced agreement with the misleading article's claim (Figure
la, with detailed tables in Table S-5 of the Supplementary Material). These effects are substantial,
approximately halving the odds of strongly agreeing with the main (false) claims. There is also a significant
association (i.e. main effect) between trust in the EU (mean-centred) and agreement: participants with
higher trust in the EU were less likely to agree with the claim. A one-standard deviation increase in EU
trust had an effect identical to the prebunks.
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Figure 1. Effects of debunks and prebunks revealing (i.e. EC — European Commission) or not revealing (i.e. neutral) the source
of the intervention on the main outcome variables. The y-axis shows the four experimental treatments (with Control as the
reference condition) and standardized trust in the EU. The x-axis shows the changes in the four main outcome variables. (a) shows
the effects on agreement with the main claim shown in the misleading article from an ordered logistic regression as odds ratios;
(b) shows the effects on credibility assessments of the misleading article from a linear OLS regression as linear estimates; (c)
shows the effects on intentions to share the misleading article to express agreement with it (i.e. ‘intention to agree’) from a
binary logistic regression as odds ratios; (d) shows the effects on intentions to share the misleading article to express



disagreement with it (i.e. ‘intention to disagree’) from a binary logistic regression as odds ratios. Effects of debunks are shown in
blue, prebunks in red. Bars represent heteroscedasticity-robust 95% confidence intervals. Significance levels: *** <.001, ** <0.01
, ¥<.05.

Debunks and prebunks had significant, negative, and meaningful effects on the credibility assessment of
the misleading article, regardless of the source (Figure 1b). Again, there is a significant (main) association
with trust in the EU. All interventions successfully reduced credibility assessments by more than one point
on the credibility scale (which ranges from 0 to 16). Additionally, a one standard deviation increase of
trust in the EU was associated with a decrease of almost one point on the credibility rating scale, slightly
below the intervention effects.

The interventions significantly decreased participants' intentions to share the misleading article to express
their agreement, as shown in Figure 1c. Neutral debunks reduced the odds of intention to share to show
agreement by almost half compared to the control (no intervention) treatment, followed by EC debunks
with an odds ratio of 0.64. The effects of the two prebunks were also significant. Importantly, the neutral
debunk was significantly more effective than the neutral prebunk (OR=0.78, Clss=[0.61-0.99], p=0.038)
and the EC debunk was more effective than the EC prebunk (OR=0.71, Clss=[0.56-0.90], p=0.004). As for
the previous outcome variables, participants with high trust in the EU displayed lower intentions to agree
with the misleading article with an effect size similar to the EC prebunk.

For participants' willingness to share or discuss the misleading article to express disagreement (Figure 1d),
the effects are less pronounced than for the previous outcomes. Two interventions increased the
likelihood of such an intention, but the effects are weaker than for other outcome variables. In particular,
the EC debunk and the neutral prebunk slightly increased the likelihood of participants wanting to share
the misleading article to express disagreement. However, the neutral debunk and the EC prebunk did not
have a significant impact, although the effect of the neutral debunk becomes significant when controlling
for all covariates specified in the preregistration (OR=1.39, Clos=[1.08-1.79], p=0.01). As expected, higher
trust in the EU was associated with a higher likelihood of sharing the misleading article to disagree with
it, with similar intensity to the effective interventions.

The main effects presented above remain robust when accounting for all specified covariates in the
preregistration (see Table S-17, Supplementary Material). Robustness checks involved performing main
analyses with additional controls for subject characteristics, responses to comprehension check
guestions, correct identification of the intervention source, and the misinformation topic (more detail is
provided in the Method section).

Do debunks or prebunks work better?

Controlling for source-reveal and trust in the EU, we observe two significant differences between debunks
and prebunks (see Figure 2). Firstly, debunks are more effective than prebunks in reducing agreement
with the main claim (OR=0.83, Clss=[0.74-0.92], p=0.001). Secondly, debunks are more effective in
decreasing the likelihood of sharing to express agreement with the false claim (OR=0.701, Clss=[0.68-0.95],
p=0.008). However, there are no significant differences regarding the other two outcome variable, i.e.,
credibility assessment (E=0.05, Clgs=[-0.23-0.33], p=0.725) and intentions to share to express
disagreement with the misleading article (OR=0.92, Clss=[0.80-1.05], p=0.218), where both interventions
perform equally well. The latter non-significant effect may be partly due to floor effects. Overall, these
results suggest a (very) small advantage of debunks with respect to prebunk to address misinformation.



Does revealing the source change the effectiveness of debunks and prebunks?

Figure 1 already compared the effects of both EC and neutral debunks and prebunks. To further explore
this, Figure 2 presents the effects of EC-source compared to neutral source (i.e. no source), controlling for
intervention and trust in the EU. Detailed results can be found in Table S-6 in the Supplementary Material.
As can be seen, the estimates for EC source are non-significant across all outcome variables, indicating
that EC-source does not significantly alter the effectiveness of the interventions in influencing the main
outcome variables, on average.
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Figure 2. Effects of debunks, prebunks, and revealing the European Commission (i.e. EC) as intervention source on the main
outcome variables. The y-axis shows the interventions (with Control as the reference condition), the EC as source of the
intervention (vs. neutral, i.e. no source), and standardized trust in the EU. The x-axis shows the changes in the four main outcome
variables. (a) shows the effects on agreement with the main claim shown in the misleading article from an ordered logistic
regression as odds ratios; (b) shows the effects on credibility assessments of the misleading article from a linear OLS regression
as linear estimates; (c) shows the effects on intentions to share the misleading article to express agreement with it (i.e. ‘intention
to agree’) from a binary logistic regression as odds ratios; (d) shows the effects on intentions to share the misleading article to
express disagreement with it (i.e. ‘intention to disagree’) from a binary logistic regression as odds ratios. Effects of debunks are
shown in blue, prebunks in red. Bars represent heteroscedasticity-robust 95% confidence intervals. Significance levels: *** <.001,
**<0.01, *<.05.

Does the effect of revealing the source vary based on people’s trust in the source?

We tested the pre-registered interaction effects between the source of the debunk/prebunk (i.e. the
European Commission) and participants' reported trust in the EU (Figure 3). The detailed values can be
found in Table S-7 and Table S-8 in the Supplementary Material. The regression analyses incorporate an
interaction term between the treatment variable and mean-centred EU trust. Therefore, the predictors
for the treatment variable represent its effect for people with average levels of trust in the EU, while the
EU trust variable indicates the association between trust in the EU and the outcome variable for
individuals in the reference treatment group (receiving neutral debunks or prebunks).



The top row of Figure 3 (panels (a) and (b)) illustrates the effects of EC interventions compared to neutral
interventions on belief in the claim and credibility assessments of the misleading article for both debunks
and prebunks, for different levels of EU trust. Significant interactions are observed in these cases.
Specifically, as trust in the EU increases, EC debunks were more effective in reducing agreement with the
main claim compared to neutral debunks. This effect is prominent among respondents with high EU trust.
However, no such interaction effect is observed for prebunks. The interaction effect for debunks
diminishes and becomes insignificant when all preregistered covariates are included (OR=0.87, Clgs=[0.71-
1.07], p =0.192). Conditional effects (panel (a-ii)) are not robust to controlling the false discovery rate,
which is recommended when conducting multiple hypothesis tests at different levels of the conditioning
variable (in our case: level of trust in the EU)*.

In Figure 3b, a more pronounced interaction effect is observed for perceived credibility. As trust in the EU
increased, the EC debunk was more effective than the neutral debunk in reducing perceived credibility of
the misleading article. This effect is evident in panel (b-ii), where EC source decreases perceived credibility
of the misleading article for the debunking intervention among individuals with high trust in the EU but is
counterproductive among individuals with low trust in the EU. This significant interaction effect remains
robust when all covariates are included (b=-0.51, Clos=[-0.94--0.08], p =0.019]). Conditional effects remain
significant when adjusting confidence intervals to control the false discovery rate.

No significant interactions were found for participants' intentions to share the misleading article, whether
to express agreement or disagreement, for both debunks and prebunks. The effects remain robust when
controlling for the specified control variables outlined in the preregistration and detailed in methods
section. Detailed estimates including control variables can be found in Table S-18 and Table S-19 in the
Supplementary Material.
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Figure 3. Interactions between trust in the EU and revealing the source of the intervention (i.e. EC — European Commission vs. neutral — no source) on the main outcome
variables for debunks and prebunks, and marginal effects of source reveal conditional on levels of trust in the EU. (i) The y-axis shows the source (EC vs. neutral), standardized

on trust in the EU ((ii) for debunks (blue) and (iii) for prebunks (red)). The x-axis shows the levels of trust in the EU relative to average trust in standard deviations; (a) shows the
effects on agreement with the main claim shown in the misleading article from an ordered logistic regression in (i) as odds ratios and in (ii-iii) as marginal effects; (b) shows the

on intentions to share the misleading article to express disagreement with it from a binary logistic regression in (i) as odds ratios and in (ii-iii) as marginal effects. Bars represent

heteroscedasticity-robust 95% confidence intervals. Significance levels: *** <.001, ** <0.01 , * <.05.
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Can perceptions of debunks and prebunks explain the effects?

Several mechanisms have been put forward to explain why tailored interventions can be more or less
effective than un-tailored ones®. To gain insights into these explanations, participants in our experiment
evaluated the interventions on dimensions such as perceived relevance, usefulness to improve decision
making, authenticity, attention-grabbing nature, and perceived manipulativeness. Ratings were recorded
on 5-point Likert scales and subsequently dichotomized, with agreement or strong agreement coded as 1
and other responses coded as 0. Binary logistic regression models were then used to estimate the impact
of intervention type (prebunk vs. debunk), provided source (EC vs. neutral), and trust in the EU as
independent variables. Figure 4 presents the findings.

Our findings reveal several key points. Firstly, prebunks are rated as less relevant, less authentic, and more
manipulative compared to debunks. Secondly, revealing that debunks and prebunks come from the
European Commission makes participants tend to see them as (slightly) more relevant and authentic.
Lastly, individuals with higher levels of trust in the EU are considerably more likely to perceive both
interventions as relevant, decision-enhancing, authentic, and attention-grabbing, while being less likely
to view them as manipulative.

Further analyses incorporating interactions, similar to those discussed earlier, uncovered two notable
cases of significant interaction effects between EC-source and trust in the EU regarding perceptions of
prebunks (see Figure S-9 in the Supplementary Material). In the first case, as trust in the EU increases,
presenting the EC source becomes increasingly effective in enhancing people's perception of the
message's usefulness for making informed decisions. In the second case, as trust in the EU increases, the
EC source becomes less likely to be perceived as manipulative.

While these findings regarding perceptions of interventions do not entirely account for the effects
observed in the main outcome variables, they do offer some insights. Firstly, the lower effectiveness of
prebunks compared to debunks in inducing desired behavioural changes may be attributed to their
perceived lack of relevance and authenticity, coupled with a higher perception of manipulative intent.
Importantly, these effects persist even when controlling for the source of each intervention. Secondly,
although EC-branded interventions are judged as less manipulative and more relevant, decision-
enhancing, authentic and attention-grabbing, this does not translate into their higher effectiveness, as
explored before. Thirdly. the increased effectiveness of EC debunks, in terms of reducing beliefs and
credibility assessments of false or misleading articles among individuals with high trust in the EU, can be
partially explained by the finding that as EU trust increases, the inclusion of the EC source enhances the
perception of the message as useful for making informed decisions and reduces its perceived manipulative
nature.
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Figure 4. Effects of intervention type, intervention source reveal, and trust in the EU on perceptions of these interventions.
Shows the estimates for the effects of the intervention (prebunk vs. debunk), source reveal (EC vs. neutral) and standardized trust
in the European Union on perceptions of the interventions with regards to being relevant, decision enhancing, authentic,
attention-grabbing, and manipulating. Outcome variables are 1 if participants (strongly) agreed, 0 otherwise. Participants from
the control condition are not included, as they saw no intervention they could have rated. EU Trust is demeaned such that a value
of 0 on the x-axis corresponds to an average level of trust in the EU. One unit of change of EU trust corresponds to one standard
deviation. The models are binary logistic regressions reporting the odds ratios and heteroscedasticity robust 95% confidence
intervals. Significance levels: *** <,001, ** <0.01, * <.05.

Discussion

First, our results demonstrate that debunking and prebunking interventions effectively address common
misinformation claims related to Covid-19 and climate change in Germany, Greece, Ireland, and Poland,
expanding upon previous knowledge primarily based on the United States. These interventions
persistently influence three out of the four tested outcome variables in the desired direction. Notably,
only the EC debunk and the neutral prebunk significantly increase intentions to share a misleading article
to express disagreement.

Second, our findings indicate that debunks are slightly more effective than prebunks in combatting
misinformation. The two types of intervention do not differ in terms of reducing the perceived credibility
of the misleading article claim and increasing people’s intention to share the article with others to express
their disagreement. However, debunks did reduce beliefs in false claims and intentions to share the
misleading articles to endorse them, more so than prebunks. This difference may be attributed to the fact
that the employed debunks explicitly address the claims made in the misleading articles while also
highlighting commonly used strategies, whereas prebunks solely focus on the latter. Although prebunks
therefore have broader applicability, their omission of specifically addressing the false claim that people
encounter, and providing a factual substitute may explain their lower effectiveness. Perceptions of the
debunking and prebunking interventions shed light on their effects on the main outcome variables,
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providing potential explanations. While a causal mediation analysis is not feasible with the current
experimental design, the data suggests that prebunks are perceived as more manipulative (with 31.56 %
vs. 25.87 % of respondents (strongly) agreeing that the intervention wanted to manipulate them) but less
relevant and authentic than debunks, which may account for their reduced effectiveness. These findings
indicate that the additional information in debunks, specifically addressing the content of the false claim,
serves an important purpose.

Third, the findings show that, on average, revealing the source of the intervention (i.e. the European
Commission in our experiment) has virtually no impact on the effectiveness of this intervention. This
finding is both reassuring and disappointing for public institutions, policymakers and practitioners.
Reassuring, as it means that stamping an intervention with the government sponsor does not hurt the
intervention overall. Disappointing, as one may hope that revealing that a governmental body is behind
an intervention should increase its positive effect. We find that interventions from the EU are perceived
as more relevant and authentic. Therefore, debunking and prebunking interventions remain robust and
can be utilized by the EU as a mass-communication tool to counteract misinformation. Whether these
findings generalise to institutions like the World Health Organisation (WHO), the Organisation for
Economic Co-operation and Development (OECD), or the United Nations (UN) seems plausible but needs
to be verified empirically. Our results suggest that revealing the source of the intervention has no impact
on its effectiveness. Whether this would also be the case for other sources is unsure.

Lastly, our analyses allow us to disentangle the effects based on people’s trust in the source of the
intervention. As main effect, we find that trust in the EU is negatively correlated with beliefs in misleading
articles, credibility assessments, and intentions to share the misleading article to agree with it, while
positively correlated with intentions to share it to disagree. This aligns with existing evidence
demonstrating a negative association between institutional trust and susceptibility to conspiracy theories
and misinformation*™*. In terms of interaction effects, results show that, as trust in the EU increases, EC
debunks are more effective than neutral debunks, for two out of the four outcome variables (i.e.
agreement with the false claim and perceived credibility of the false claim). Conversely, neutral debunking
surpasses EU debunking among individuals with low levels of trust in the EU. The observed interaction
effects cannot be fully explained by the available perception data. Although we do not find significant
interactions between EU trust and source reveal for prebunks' effectiveness, we do observe differences
in how the intervention is perceived based on individuals' trust in the EU. Specifically, higher trust in the
EU is associated with lower perceptions of the intervention as manipulative and higher perceived message
usefulness, while lower trust in the EU is linked to lower perceived usefulness of EU interventions.

We recommend investing in trust-building measures to ensure the wide effectiveness of in interventions
with a revealed source against misinformation across countries. Moreover, it is beneficial to identify
population segments with high levels of mistrust and support communication within those populations
through direct peer-to-peer communication from trusted sources. Healthcare professionals (HCPs), for
instance, are typically perceived as trustworthy providers of health information**=*. Therefore, initiatives
to enhance HCPs' skills in debunking vaccination misinformation during patient-HCP interactions could
complement the approaches employed in this study*®.

Knowledge about institutional trust in different segments of the population could be used by institutions
to target and tailor prebunks and debunks. For example, selected groups could be addressed with more
rigour and with explicitly designed prebunks and debunks — as opposed to a “one-size-fits-all” or
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“shotgun” approach where interventions address everyone in the same way. More specifically, in light of
evidence that people with low trust in the public institutions are less receptive to the interventions against
misinformation, these interventions could either be focused on more receptive segments of the
population or be modified to make them more effective for those who are less receptive (or both). These
processes correspond to what is known as targeting, namely tailoring in persuasion psychology***°, and
more specifically in health communication®>¥>°, communication to reduce climate scepticism®, or
recently also nudging®”->® and debunking®.

Targeting and tailoring interventions can enhance their effectiveness by matching specific features with
recipient characteristics®. Tailored interventions recognize that individuals have different reasons for
perceiving, liking, disliking, or reacting to interventions, leading them to prioritize different dimensions of
interventions®. These interventions can be more relevant, fitting, familiar, fluent, self-efficacy enhancing,
authentic, or attention-grabbing. However, tailored messages may also face challenges such as privacy
concerns, perceived manipulation, unfair judgments, stereotyping, or repetitiveness**°, The Facebook-
Cambridge Analytica scandal serves as a cautionary example of misusing personal information for targeted
campaigns. In 2018, a whistle-blower revealed that Cambridge Analytica used personal information
collected without authorisation of data subjects to profile and target them with personalised political
advertisement®. Importantly, people were targeted based on their personality profiles, which were
inferred from their likes — a practice which has been shown to work®2=%*, These targeted campaigns were
said to have the objective to influence political preferences and thus elections — in particular the 2016 US
Presidential Campaign and the Brexit Referendum. Given the public's negative perception of this event,
the use of similar techniques for public policy requires critical assessment, meticulous planning, and
transparent implementation.

There are some caveats of our experiment that should be discussed to properly interpret our findings.
Firstly, the order in which we measured sharing intentions and beliefs about accuracy may have influenced
participants' decision-making®. Asking about beliefs beforehand could have prompted participants to
consider accuracy, potentially reducing the likelihood of sharing misinformation. However, this should not
bias the treatment effects as the order was consistent across all groups. Secondly, the external validity of
our experiment is limited as the interventions occurred immediately after exposure to misinformation,
without any intermittent stimuli, potentially inflating effect sizes. It is unclear to what extent our findings
generalise to more realistic situations of encountering misinformation and to different designs of debunks
and prebunks. Thirdly, the slight advantage of debunks over prebunks we observed for some outcome
variables could be due to them being implemented at different points in time with respect to encountering
the misleading article or due to the difference in content: we cannot unambiguously attribute this
behavioural effect to one or the other. However, our findings align with previous findings attesting higher
effectiveness to debunks compared to prebunks?”?8, while contradicting findings of prebunks being more
effective®®. Fourthly, participants' self-reported trust in the EU may be influenced by their assigned
treatment. Exposure to an EC debunk or prebunk could lead participants to evaluate the EU more
favourably later on, potentially due to an experimenter demand effect. Indeed, our analysis shows slightly
higher levels of trust among participants in the EC source group, but the difference is not significant (b =
0.16, SE = 0.09, p = 0.09). Additionally, participants in the neutral source (i.e. no revealed source of the
intervention) conditions report significantly higher levels of trust in the EU compared to the control (i.e.
no intervention) condition (b = 0.2, SE = 0.09, p = 0.04). This does not suggest the presence of an
experimenter demand effect. Regression analysis indicates that individuals in the debunking condition

15



report higher levels of trust in the EU than those in the control condition (b = 0.26, SE = 0.09, p = 0.005),
while there is no significant difference for those in the prebunking condition. Further explanation is
needed to understand these patterns.

In conclusion, this study highlights the effectiveness of debunking and prebunking interventions in
combating misinformation about Covid-19 vaccination and climate change in EU countries. Institutions
with the necessary resources, like the European Commission, should prioritize investing in these
interventions, potentially targeted or tailored, due to the lack of evidence suggesting the prevalence of
unintended effects.

Data availability

The data in support of the findings of this study are available from the Open Science Framework
(https://osf.io/7kytz/?view only=31f586fc34ae42f295038f5db34efcbf, DOI 10.17605/0SF.I0/7KYTZ).

Code availability

The syntax used to analyse the dataset in this study is available from the Open Science Framework
(https://osf.io/7kytz/?view only=31f586fc34ae42f295038f5db34efcbf, DOI 10.17605/0SF.I0/7KYTZ).
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Supplementary Material
Descriptive analyses

This section outlines the main characteristics of the main dependent variables. Figure S-5 shows that most
participants disagreed with the false claim they encountered, but a notable fraction (25.54%) agreed or
strongly agreed with it. The majority (25.82%) considered the misinformation completely non-credible
across all dimensions. (i.e., as inaccurate, unbelievable, opinionated, and untrustworthy). A significant
portion (31.83%) chose not to share or discuss the misleading article, while 26.84% wanted to express
(strong) disagreement and 18.36% wanted to signal (strong) agreement.”* There were significant
associations between all main dependent variables (see Table S-3 for Spearman rank correlations).
Notably, agreement with the main claim, credibility assessments and intentions to agree were
substantially positively correlated. Intentions to disagree as a reason to share the misleading article were
weakly negatively correlated with the other variables.
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Figure S-5. Distributions of dependent variables. The first panel shows the distribution of ratings of agreement with the main
claim of the misleading article participants read. The middle panel depicts the distribution of the added credibility assessments on
four dimensions, with response “4” to individual questions meaning the misleading article is considered accurate, believable,
factual, and trustworthy respectively, “0” meaning the opposite. A value of 0 here means that the misleading article was rated
lowest on all four dimensions, while 16 indicates that the misleading article was rated highest on all four dimensions. The third
panel shows the distribution of reasons for intending to share the misleading article for those that indicated that they wanted to

#* For the main analyses we do not differentiate sharing intentions according to the intended target group (“people
close to you” or “publicly”) or the situation of sharing (“face-to-face” or “online”). The respective distributions of
answers are shown in Figure S-7.
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share it. It ranges from the intention to strongly disagree to the intention to strongly agree. The fraction of participants who did
not intend to share the misleading article at all, and consequently did not have to indicate a reason, is also shown.

Table S-2 presents mean values of the main dependent variables, both by treatment and in aggregate,
along with the p-values of non-parametric Kruskal-Wallis tests. The distributions of these variables
differed by treatment. Each intervention led to a decrease in agreement with the main claim, assessment
of the misleading article, and the cumulative credibility ratings. Likewise, the proportions of participants
intending to share or discuss the misleading article to (strongly) agree with its main claim were lower in
the treatment groups. Conversely, the fractions of individuals planning to share or talk about the
misleading article to (strongly) disagree with it were slightly higher among the groups receiving an
intervention.

Figure S-6 displays the distribution of trust in the EU, which is the main moderator of interest for the main
analyses. On average, the trust level is 5.46 (SD=2.5). Clearly, the variable is not normally distributed
(Kolmogorov-Smirnov test: D = 0.87, p < 0.001) with many observations (around 10%) corresponding to
minimal trust in the EU. Trust levels differed significantly among the four countries (p<0.000 in a Kruskal-
Wallis test), with Greece having the lowest values and Ireland having the highest (see Figure S-8).

Table S-2. Mean values of dependent variables, by treatment. Shows the means for the respective dependent variables by

treatments and for the overall sample. Standard deviations are shown in brackets. The last row contains p values of a non-
parametric Kruskal-Wallis test with null hypothesis being that mean ranks are the same in all the treatments.

Agreement with the Credibility Intention to Intention to

Treatment Main Claim Assessment agree disagree
Control 2.9 (1.31) 6.15 (4.85) 0.24 (0.43) 0.24 (0.43)
EC Debunk 2.38(1.21) 4.9 (4.67) 0.16 (0.37) 0.29 (0.45)
EC Prebunk 2.54 (1.29) 5.01(4.73) 0.19(0.4) 0.25(0.43)
Neutral Debunk 2.39(1.2) 4.84 (4.51) 0.14 (0.35) 0.28 (0.45)
Neutral Prebunk 2.55(1.27) 4.95 (4.63) 0.18 (0.38) 0.29 (0.45)
Total 2.56 (1.27) 5.18 (4.71) 0.18 (0.39) 0.27 (0.44)
Range (s. dis)1-5(s.agree) (incred.)0-16(cred.)  (no)0-1(yes) (no)0-1(yes)
Kwallis all treats: p <.001 <.001 <.001 0.026
Table S-3. Spearman rank correlations between dependent variables.

Agreement with Credibility Intentionto  Intention to

the Main Claim Assessment agree disagree
Agreement with the Main Claim
Credibility Assessment
Intention to agree .5308 1
Intention to disagree -.2486 -.2872 1

All correlations were significant at p<.001, also after Bonferroni correction for multiple tests.
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Figure S-6. Distribution of EU trust. Shows the fractions of respondents with the indicated levels of trust in the European Union,

ranging from 1 (lowest level of trust) to 10 (highest level of trust). Data on EU trust is missing for 1.4% of the sample.
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Figure S-7. Distribution of specific sharing intentions. Shows proportions with respect to the people that indicate that they would
share the misleading article.

Table S-4. Trust in the European Union by country. Shows the means of trust in the European Union by country and for the overall
sample. Standard deviations are shown in brackets. The last row contains p values of a non-parametric Kruskal-Wallis test with
null hypothesis being that mean ranks are the same in all the treatments. There are 73 cases where respondents did not indicate
trust. A Chi-squared test indicates that missing variables are random with respect to countries (X%(4)=7.35, p=0.119).

Country Trust in the EU
Germany 5.29(2.43)
Greece 4,96 (2.49)
Ireland 5.99 (2.21)
Poland 5.62(2.72)
Total 5.46 (2.5)
Range 1-10
Kwallis all treats: p <.001
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Figure S-8. Distributions of trust in the European Union by country. Shows the fractions of respondents with the indicated levels
of trust in the European Union, ranging from 1 (lowest level of trust) to 10 (highest level of trust), for the four different countries.
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Figure S-9. Interactions between EU trust and source branding on perceptions of debunks and prebunks. Shows the estimates
for the effects of EC source for people with average levels of trust in the EU, the correlation between standardized EU trust and
the outcome for people in the neutral source treatment, and interaction of the source information and trust in the European
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Union, both for debunks (blue) and prebunks (red) on perceptions of the interventions with regards to being relevant, decision
enhancing, authentic, attention-grabbing, and manipulating. Outcome variables are 1 if participants (strongly) agreed, 0
otherwise. Participants from the control condition are not included, as they saw no intervention they could have rated. EU Trust
is demeaned such that a value of 0 on the x-axis corresponds to an average level of trust in the EU. One unit of change of EU Trust
corresponds to one standard deviation. The models are binary logistic regressions reporting the odds ratios and
heteroscedasticity robust 95%. Significance levels: *** <.001, ** <0.01, * <.05.

Comparing misinformation on Covid-19 and climate change

The participants were divided into two groups, with half reading articles containing misleading claims
about Covid-19 and the other half reading articles with misleading claims about climate change. To
examine if the effectiveness of our interventions varies depending on the topic, separate regressions were
conducted for Covid-19 and climate change. The relevant tables and plots are provided below: Table S-9
presents the main effects with interaction between intervention and topic, while Table S-10 and Table S-
11 show the focal interaction effects interacted with topic. Figure S-10 displays the main effects by topic,
and Figure S-11 - Figure S-14 depict the interaction effects by topic. Additionally, Figure S-15 - Figure S-18
illustrate the effects of branding conditional on levels of EU trust for each topic.

Since no specific hypotheses were pre-registered regarding the moderating effect of the topic, these
findings should be considered exploratory. The main effects of interventions on agreement with the main
claim were nearly identical for Covid-19 and climate change. However, the effects for the remaining three
dependent variables (credibility assessment, intention to agree, intention to disagree) were generally
weaker for climate change compared to Covid-19. Both debunks and prebunks effectively reduced
credibility assessments for both topics, but the effects were less pronounced for climate change (though
not statistically significantly so). The same pattern occurs for behavioural intentions. Interestingly, all
interventions effectively reduced intentions to agree with the main claim for Covid-19, while only the
neutral debunk was effective for climate change. Regarding intentions to disagree, only the debunks
effectively increased them for Covid-19, but none of the interventions had a similar effect for climate
change. Although prebunks and debunks appeared to be more effective in addressing Covid-19
misinformation overall, none of the interaction effects reached significance (see Table S-9 and Figure S-
10).

To examine if our main interactions of interest between source branding and trust in the EU are sensitive
to the topic of misinformation, we visually inspected forest plots showing effects of providing source
information, EU trust and their interaction separately for interventions and the topic (Figure S-11 - Figure
S-14), and conditional effect plots (Figure S-15 - Figure S-18). We also estimated models with a three-way-
interaction between source, EU trust and topic (see Table S-10 and Table S-11). Despite some visual
differences, none of the interactions were statistically significant. Notably, the significant interaction of
source branding for debunks mentioned above is insignificant for both climate change and Covid-19 (albeit
slightly stronger for Covid-19). By pooling the data for both topics, the narrower confidence intervals allow
for more precise estimates, therefore leading to a significant interaction when aggregating over the topic.
Judging by the conditional effect plots, the more pronounced effect for EC-branded debunks for people
with high trust in the EU appears to occur only for the Covid-19 topic. The opposite is the case for the
interaction of source-branding of the debunk with EU trust on credibility assessments. The “backfire
effect” of EC branding for people with low trust in the EU and the higher effectiveness for high-trust
individuals appears to occur mainly for climate change.
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Regarding intentions to share the misleading article or talk about it, there are no major differences with
respect to the topic. Notably, except for the effects of debunks on intentions to disagree (Figure S-14),
the interactions go into opposite directions both for Covid-19 and climate change (Figure S-11 - Figure S-
13). The interaction is qualitatively counter-intuitive in some cases, as can be seen from the slightly
positive slopes of the conditional effect plots (see Figure S-15 and Figure S-16 for climate change, and
Figure S-17 and Figure S-18 for Covid-19).

Interestingly, there are instances where the interaction between topic and EU trust is significant (see Table
S-10 and Table S-11). However, there is no consistent pattern regarding the significance and direction of
these interactions. Two interactions are positive, indicating that the association between trust in the EU
and the outcome variable is stronger for climate change compared to Covid-19. These cases include
prebunk effects on agreement with the main claim (OR=1.36, Cles=[1.08-1.71], p=0.009) and debunk
effects on intentions to agree (OR=1.58, Clos=[1.11-2.25], p=0.023). In two cases, the interaction is
negative, suggesting that the correlation between trust in the EU and the outcome variable is more
pronounced for misleading Covid-19 than for misleading climate change articles. These cases include
prebunk effects on agreement with the main claim (OR=0.74, Clgs=[0.12-1.35], p=0.019) and prebunk
effects on intentions to disagree (OR=0.7, Clgs=[0.53-0.93], p=0.01).
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Table S-5. Results from models for the four main outcome variables. Shows the estimates for the intervention effects with the Control condition as the baseline. Model 1 is an
ordered logistic regression reporting the odds ratios. Model 2 reports linear estimates from an OLS model. Models 3 and 4 report odds ratios from a binary logistic regression. For
all models, heteroscedasticity-robust confidence intervals and p-values are provided. Effects for EU Trust represent the change of one standard deviation of EU Trust on the
respective DV.

Agreement with the Main Claim Credibility Assessment Intention to agree Intention to disagree

Predictors Odds Ratios cl p Estimates cl p Odds Ratios cl p Odds Ratios cl p
Intercept 6.10 5.82-6.39 <0.001 0.30 0.26 - 0.35 <0.001 0.32 0.28-0.37 <0.001
Neutral Debunk 0.51 044-060  <0.001 -1.20 -1.60--0.81  <0.001 0.54 043-068  <0.001 1.19 098-145  0.081
EC Debunk 0.48 0.41-0.56 <0.001 -1.22 -1.62--0.83 <0.001 0.64 0.51-0.79 <0.001 1.24 1.02-1.51 0.028
Neutral Prebunk 0.59 0.51-0.69  <0.001 -1.22 -162--082  <0.001 0.70 0.57-0.87  0.001 1.26 1.04-153  0.021
EC Prebunk 0.61 0.52-0.71 <0.001 -1.10 -1.50--0.70 <0.001 0.77 0.62-0.95 0.014 1.00 0.82-1.23 0.962
EUTrust 0.62 0.58-0.66 <0.001 -0.92 -1.05--0.78 <0.001 0.75 0.70-0.80 <0.001 1.23 1.15-1.31 <0.001
Observations 5155 5155 5155 5155

R2 Nagelkerke 0.129 0.049 /0.048 0.022 0.01

Intercepts for ordered logit model are: Strongly disagree | disagree: 0.2, (0.18 — 0.23), p<0.001; Disagree | Neither agree nor disagree: 0.7, (0.63 —0.79), p<0.001; Neither agree nor disagree | Agree:
1.93, (1.72 - 2.17), p<0.001; Agree | Strongly agree: 7.52, (6.57 — 8.61), p<0.001.
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Table S-6. Effects of debunks, prebunks, and EC-branding on the main outcome variables. Shows the estimates for the effects of the debunk and prebunk vs. the control, for
providing the EC as the source with the neutral-source condition as the baseline, and for standardized trust in the EU. Model 1 is an ordered logistic regression reporting the odds
ratios. Model 2 reports linear estimates from an OLS model. Models 3 and 4 report odds ratios from a binary logistic regression. For all models, heteroscedasticity-robust confidence
intervals and p-values are provided. Effects for EU Trust represent the change of one standard deviation of EU Trust on the respective DV.

Agreement with the Main Claim Credibility Assessment Intention to agree Intention to disagree
Predictors Odds Ratios cl p Estimates cl p Odds Ratios cl p Odds Ratios cl p
6.10 5.82-6.39 <0.001 0.30 0.26-0.35 <0.001 0.32 0.28-0.37 <0.001
Intercept
Debunk 0.50 0.44-0.58 <0.001 -1.24 -1.61--0.87 <0.001 0.55 0.45-0.68 <0.001 1.27 1.06-1.52 0.010
prebunk 0.61 0.53-0.70 <0.001 -1.19 -1.56--0.81 <0.001 0.69 0.57-0.84 <0.001 1.18 0.98-1.42 0.083
0.98 0.87 -1.09 0.659 0.05 -0.23-0.33 0.730 1.13 0.96-1.33 0.148 0.92 0.80-1.05 0.219
EC (vs. Neutral)
EU Trust 0.62 0.59-0.65 <0.001 -0.91 -1.05--0.77 <0.001 0.75 0.70-0.80 <0.001 1.22 1.15-1.30 <0.001
Observations 5155 5155 5155 5155
R2 Nagelkerke 0.128 0.049 / 0.049 0.022 0.009

Intercepts for ordered logit model for Agreement as DV are: Strongly disagree | disagree: 0.20, (0.18 — 0.23), p<0.001; Disagree | Neither agree nor disagree: 0.70, (0.63 — 0.79), p<0.001; Neither
agree nor disagree | Agree: 1.93, (1.73 — 2.16), p<0.001; Agree | Strongly agree: 7.52, (6.59 — 8.59), p<0.001.
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Table S-7. Effects of EC-branded vs. neutrally branded interventions and interaction with EU trust on beliefs and credibility ratings. Shows the estimates for the effects of

providing the EC as the source with the neutral-source condition as the baseline. Models 1 and 2 are ordered logistic regression reporting the odds ratios. Models 3 and 4 report
linear estimates from OLS models. For all models, heteroscedasticity-robust confidence intervals and p-values are provided.

Agreement with the Main Claim

Credibility Assessment
Intervention Debunk Prebunk Debunk Prebunk

Predictors Odds Ratios cl p Odds Ratios cl p Estimates cl p Estimates cl p
4.86 4.58-5.13 <0.001 4.88 4.60-5.17 <0.001

Intercept

. 0.94 0.80-1.10 0.422 1.02 0.87-1.19 0.833 0.02 -0.37-041 0.904 0.12 -0.28-0.52 0.565
EC vs. Neutral Intervention
EUTrust 0.70 0.62-0.80 <0.001 0.64 0.57-0.72  <0.001 -0.45 -0.75--0.14 0.004 -0.88 -1.18--0.58  <0.001
) 0.82 0.69-0.98 0.033 0.90 0.76 - 1.07 0.238 -0.74 -1.17--0.30 0.001 0.04 -0.40-0.48 0.866

EC Intervention X EUTrust

Observations 2066 2012 2066 2012

R2 Nagelkerke 0.115 0.105 0.038 /0.036 0.035/0.033

Intercepts for ordered logit model of Debunks are: Strongly disagree | disagree: 0.37, (0.32 — 0.41), p<0.001; Disagree | Neither agree nor disagree: 1.42, (1.27 — 1.60), p<0.001; Neither agree nor
disagree | Agree: 4.13, (3.60 — 4.72), p<0.001; Agree | Strongly agree: 15.56, (12.80 — 18.92), p<0.001.

Intercepts for ordered logit models of Prebunks are: Strongly disagree | disagree: 0.36, (0.32 —0.41), p<0.001; Disagree | Neither agree nor disagree: 1.15, (1.02 — 1.29), p=0.023; Neither agree nor
disagree | Agree: 3.11, (2.72 — 3.55), p<0.001; Agree | Strongly agree: 12.54, (10.44 — 15.06), p<0.001.
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Table S-8. Effects of EC-branded vs. neutrally branded interventions and interaction with EU trust on intentions to endorse and criticise. Shows the estimates for the effects of
providing the EC as the source with the neutral-source condition as the baseline. All models report odds ratios from binary logistic regressions. For all models, heteroscedasticity-
robust confidence intervals and p-values are provided.

Intention to agree

Intention to disagree

Intervention Debunk Prebunk Debunk Prebunk
Predictors Odds Ratios cl p Odds Ratios cl p Odds Ratios Cl p Ratios Cl p
Intercept 0.17 0.14-0.20 <0.001 0.22 0.18-0.25 <0.001 0.39 0.34-0.45 <0.001 0.41 0.35-0.47 <0.001
i 1.15 0.90-1.47 0.254 1.08 0.86—-1.36 0.527 1.03 0.85-1.25 0.750 0.79 0.65-0.97 0.023

EC vs. Neutral Intervention
EUTrust 0.85 0.71-1.01 0.100 0.78 0.66-0.91 0.003 1.14 0.99-1.31 0.072 1.23 1.07-1.41 0.003

. 0.86 0.68 -1.09 0.276 0.91 0.73-1.14 0.468 1.08 0.89-1.31 0.429 1.05 0.86-1.28 0.631
EC Intervention X EUTrust
Observations 2066 2012 2066 2012
R2 Nagelkerke 0.011 0.016 0.006 0.012
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Figure S-10. Treatment effects on main outcome variables by misleading article topic (climate change in red and Covid-19 in
blue). The y-axis shows the interventions (with control as the reference condition), and standardized trust in the EU. The x-axis
shows the changes in the four main outcome variables. (a) shows the effects on agreement with the main claim shown in the
misleading article from an ordered logistic regression as odds ratios; (b) shows the effects on credibility assessments of the
misleading article from a linear OLS regression as linear estimates; (c) shows the effects on intentions to agree with the misleading
article from a binary logistic regression as odds ratios; (d) shows the effects on intentions to disagree with the misleading article
from a binary logistic regression as odds ratios. Effects for climate change misinformation are shown in red, for Covid-19 in blue.

Bars represent heteroscedasticity-robust 95% confidence intervals. Significance levels: *** <.001, ** <0.01, * <.05.
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Table S-9. Results from models for the four main outcome variables showing interactions of misleading article topic and
intervention. Shows the estimates for the intervention effects with the Control condition as the baseline, interacted with the
topic of the misinformation (climate change vs. Covid-19, the latter being the baseline). Model 1 is an ordered logistic regression
reporting the odds ratios. Model 2 reports linear estimates from an OLS model. Models 3 and 4 report odds ratios from a binary
logistic regression. For all models, heteroscedasticity-robust confidence intervals and p-values are provided.

Agreement with main claim Credibility Assessment Intention to agree Intention to disagree
. Odds . Odds Odds
Predictors Ratios cl p Estimates cl p Ratios cl p Ratios cl p

Neutral Debunk -2.12—-

0.53 0.42-0.66  <0.001 -1.55 0.97 <0.001 0.46 0.34-0.63  <0.001 1.39 1.04-1.85 0.025
EC Debunk -2.14—-

0.46 0.37-0.57 <0.001 -1.56 0.99 <0.001 0.55 0.40-0.73  <0.001 1.48 1.12-1.97 0.006
Neutral Prebunk -1.95--

0.60 0.48-0.75  <0.001 -1.36 0.76 <0.001 0.63 0.47-0.84 0.002 1.28 0.96-1.71 0.095
EC Prebunk -1.90--

0.57 0.46-0.72  <0.001 -1.32 0.74 <0.001 0.66 0.49-0.87 0.003 1.23 0.92-1.64 0.163
Climate Change -
(vs. Covid-19) 0.99 0.80-1.23 0.936 -0.40 0.96-0.16 0.166 0.63 0.47-0.84 0.002 1.48 1.12-1.96 0.006
EU Trust -1.05--

0.62 0.59-0.66 <0.001 -0.91 0.77 <0.001 0.75 0.70-0.80 <0.001 1.23 1.15-1.31 <0.001
Neutral Debunk X -
Climate Change 0.95 0.70-1.29 0.753 0.69 0.10-1.47 0.088 1.44 0.92-2.26 0.114 0.74 0.50-1.10 0.140
EC Debunk X -
Climate Change 1.10 0.81-1.48 0.547 0.69 0.10-1.48 0.089 1.39 0.90-2.15 0.139 0.71 0.48 - 1.05 0.088
Neutral Prebunk X -
Climate Change 0.98 0.71-1.34 0.885 0.27 0.53-1.07 0.504 1.26 0.82-1.94 0.296 0.97 0.65-1.43 0.862
EC Prebunk X -
Climate Change 1.12 0.82-1.54 0.472 0.44 0.36-1.25 0.279 1.40 0.92-2.14 0.120 0.68 0.46 —1.02 0.061
(Intercept) 6.30 5.89-6.72 <0.001 0.38 0.31-0.46 <0.001 0.26 0.21-0.32 <0.001
Observations 5155 5155 5155 5155
R? Nagelkerke 0.129 0.050 / 0.048 0.025 0.012

Intercepts for ordered logit model of agreement with the main claim are: Strongly disagree | disagree: 0.20, (0.17 —0.24), p<0.001; Disagree |
Neither agree nor disagree: 0.7, (0.60 — 0.82), p<0.001; Neither agree nor disagree | Agree: 1.92, (1.64 — 2.26), p<0.001; Agree | Strongly agree:
7.49, (6.26 — 8.97), p<0.001.
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Figure S-11. Treatment effects for average levels of trust in the European Union and interaction between source treatment and
trust in the European Union on agreement with the main claim, by misleading article topic. Shows the estimates for the
interaction of the source information and trust in the European Union, both for debunks (left) and prebunks (right), for climate
change in red and Covid-19 in blue. EU Trust is demeaned such that a value of 0 on the x-axis corresponds to an average level of
trust in the EU. One unit of change of EU Trust corresponds to one standard deviation. The model is an ordered logistic regression

reporting the odds ratios and heteroscedasticity robust 95%. Significance levels: *** <.001, ** <0.01, * <.05.
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Figure S-12. Treatment effects for average levels of trust in the European Union and interaction between source treatment and
trust in the European Union on credibility assessment, by misleading article topic. Shows the estimates for the interaction of the
source information and trust the European Union, both for debunks (left) and prebunks (right), for climate change in red and
Covid-19 in blue. EU Trust is demeaned such that a value of 0 on the x-axis corresponds to an average level of trust in the EU. One
unit of change of EU Trust corresponds to one standard deviation. The model is a linear OLS regression reporting linear estimates
and heteroscedasticity robust 95%. Significance levels: *** <.001, ** <0.01, * <.05.
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Figure S-13. Treatment effects for average levels of trust in the European Union and interaction between source treatment and
trust in the European Union on likelihood to express agreement with misleading article, by article topic. Shows the estimates
for the interaction of the source information and trust in the European Union, both for debunks (left) and prebunks (right), for
climate change in red and Covid-19 in blue. EU Trust is demeaned such that a value of 0 on the x-axis corresponds to an average
level of trust in the EU. One unit of change of EU Trust corresponds to one standard deviation. The model is a binary logistic
regression reporting the odds ratios and heteroscedasticity robust 95%. Significance levels: *** <.001, ** <0.01, * <.05.
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Figure S-14. Treatment effects for average levels of trust in the European Union and interaction between source treatment
and trust in the European Union on likelihood to express disagreement with misleading article, by article topic. Shows the
estimates for the interaction of the source information and trust in the European Union, both for debunks (left) and prebunks
(right), for climate change in red and Covid-19 in blue. EU Trust is demeaned such that a value of 0 on the x-axis corresponds to
an average level of trust in the EU. One unit of change of EU Trust corresponds to one standard deviation. The model is a binary
logistic regression reporting the odds ratios and heteroscedasticity robust 95%. Significance levels: *** <.001, ** <0.01 , * <.05.
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Table S-10. Effects of EC-branded vs. neutrally branded interventions, interaction with EU trust and interaction with topic of
the misinformation on beliefs and credibility ratings. Shows the estimates for the effects of providing the EC as the source with
the neutral-source condition as the baseline. Models 1 and 2 are ordered logistic regression reporting odds ratios. Models 3 and
4 report linear estimates from OLS models. For all models, heteroscedasticity-robust confidence intervals and p-values are
provided.

Agreement with main claim Credibility assessment
Debunk Prebunk Debunk Prebunk
. Odds Odds . .

Predictors Ratios cl p Ratios cl p Estimates cl p Estimates cl p
EC (vs. Neutral) 0.88 0.70-1.09 0.232 0.97 0.78-1.21 0.802 0.01 -0.56-0.58  0.982 0.05 -0.53-0.64  0.860
EU Trust 0.69 0.57-0.85 <0.001 055 0.47-0.65 <0.001 -0.84 -1.30-- <0.00 -1.09 -1.53 - <0.00

0.38 1 0.64 1
Climate Change 0.95 0.76 -1.18 0.648 1.00 0.80-1.24 0.966 0.23 -0.32-0.78 0.413 -0.10 -0.67-0.46 0.718
(vs. Covid-19)
ECX EU Trust 0.80 0.62-1.04 0.095 0.99 0.78-1.25 0.930 -0.51 -1.13-0.12 0.111 -0.16 -0.78 -0.47 0.621
EC X Climate 1.15 0.84-1.57 0.373 1.11 0.81-1.52 0.513 0.04 -0.74-0.82 0.921 0.14 -0.67-0.95 0.733
Change
EU Trust X 1.03 0.79-1.33 0.839 1.36 1.08-1.71 0.009 0.74 0.12-1.35 0.019 0.44 -0.16-1.03 0.151
Climate Change
ECXEU Trust M 1.07 0.75-1.53 0.717 0.83 0.59-1.17 0.286 -0.38 -1.24-0.48  0.387 0.43 -0.44-1.30 0.335
X Climate
Change
(Intercept) 4.75 4.34-5.15 <0.00 4,94 4.51-5.36 <0.00

1 1

Observations 2066 2012 2066 2012
R? Nagelkerke 0.116 0.109 0.042 /0.039 0.040/0.037

Intercepts for ordered logit model of agreement with the main claim (debunk) are: Strongly disagree | disagree: 0.36, (0.30 — 0.42), p<0.001;
Disagree | Neither agree nor disagree: 1.39, (1.18 — 1.63), p<0.001; Neither agree nor disagree | Agree: 4.02, (3.38 —4.79), p<0.001; Agree |
Strongly agree: 15.16, (12.06 — 19.06), p<0.001.
Intercepts for ordered logit model of agreement with the main claim (prebunk) are: Strongly disagree | disagree: 0.36, (0.31 —0.43), p<0.001;
Disagree | Neither agree nor disagree: 1.15, (0.97 — 1.35), p=0.102; Neither agree nor disagree | Agree: 3.12, (2.61 —3.72), p<0.001; Agree |
Strongly agree: 12.62, (10.09 — 15.78), p<0.001.
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Table S-11. Effects of EC-branded vs. neutrally branded interventions, interaction with EU trust and interaction with topic of
the misinformation on intentions to endorse and criticise. Shows the estimates for the effects of providing the EC as the source
with the neutral-source condition as the baseline. All models report odds ratios from binary logistic regressions. For all models,
heteroscedasticity-robust confidence intervals and p-values are provided.

Intention to agree Intention to disagree
Debunk Prebunk Debunk Prebunk
Odds Odds Odds Odds
Predictors . cl . cl . cl . cl
Ratios P Ratios p Ratios p Ratios P
EC (vs. 1.20 0.85-1.69 0.305 0.98 0.71-1.36 0.927 1.06 0.80-1.39 0.700 0.96 0.72-1.29 0.788
Neutral)
EU Trust 0.67 0.52-0.86 0.005 0.71 0.57-0.87 0.003 1.13 0.92-1.39 0.235 1.47 1.21-1.81 <0.001
Climate 0.92 0.65—-1.31 0.657 0.83 0.60-1.16  0.276 1.10 0.83-1.44  0.510 1.45 1.10-1.92  0.009
Change (vs.
Covid-19)
ECXEU Trust 1.09 0.78 -1.53 0.628 0.79 0.58-1.07  0.159 1.07 0.81-1.42  0.608 0.92 0.69-1.23  0.560

EC X Climate 0.95 0.58 -1.55 0.832 1.17 0.73-1.86 0.515 0.96 0.65-1.41 0.825 0.71 0.47-1.05 0.090
Change

EU Trust X 1.58 1.11-2.25 0.023 1.24 0.90-1.70  0.222 1.01 0.76-1.33  0.961 0.70 0.53-0.93  0.010
Climate
Change

EC XEU Trust 0.62 0.39-1.01 0.086 1.37 0.87-2.16 0.207 1.01 0.68 -1.50 0.948 1.27 0.85-1.91 0.239
M X Climate
Change

(Intercept) 0.17 0.13-0.22 <0.001 0.24 0.19-0.29  <0.001 0.37 0.30-0.45 <0.001 0.33 0.27-0.41  <0.001

Observations 2066 2012 2066 2012
R? Nagelkerke 0.015 0.024 0.006 0.018
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Figure S-15. Effects on beliefs of climate change claims and credibility ratings of EC-branded intervention relative to neutral

intervention for different values of EU trust. Middle point is average trust in the EU. One unit of change of EU Trust corresponds
to one standard deviation. Shows 95% confidence intervals (not heteroscedasticity robust).
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Figure S-16. Effects on intentions to endorse or criticize the misleading climate change article of EC-branded intervention
relative to neutral intervention for different values of EU trust. Middle point is average trust in the EU. One unit of change of EU
Trust corresponds to one standard deviation. Shows 95% confidence intervals (not heteroscedasticity robust).
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Debunk : Agreement with the Main Claim : Covid-19
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sourceEC sourceEC
1.0 1.0
0.8 0.81
0.6 0.6
0.4 0.41
o2 Ll H ]
o2f I T T T 1]y _sz.[]ITTTT]I
0.4 041
0.6 -0.6'
0.8 081
1.0 e
-1.01
20 -15 -10 05 00 05 10 15 20 20 15 -0 05 00 05 10 15 20
Debunk : Credibility Assessment : Covid-19 Prebunk : Credibility Assessment : Covid-19
sourceEC sourceEC
20 2.0
\ RN |
L Ll l L] | ‘
0.0 1 0.0
EREE T
1.0 -1.01
-2.0 -2.0
20 -15 -10 -05 00 05 10 15 20 20 -15 -0 05 00 05 10 15 20

Figure S-17. Effects on beliefs of Covid-19 claims and credibility ratings of EC-branded intervention relative to neutral
intervention for different values of EU trust. Middle point is average trust in the EU. One unit of change of EU Trust corresponds
to one standard deviation. Shows 95% confidence intervals (not heteroscedasticity robust).
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Figure S-18. Effects on intentions to endorse or criticize the misleading Covid-19 article of EC-branded intervention relative to
neutral intervention for different values of EU trust. Middle point is average trust in the EU. One unit of change of EU Trust
corresponds to one standard deviation. Shows 95% confidence intervals (not heteroscedasticity robust).
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Sample characteristics

Table S-12. Sample characteristics by country. Shows the percentages of age, gender and education categories (columns) for the respective countries (rows).

Age Gender Education
Country 18-24  25-34  35-44  45-54  55-64 >65 Female Male Less than primary ~ Primary  Less than primary  Upper secondary  Upper secondary  Short-cycle tertiary BA! MA? PhD?!
Germany 7.63 1526  15.56 17.01 24.03  20.52 51.26 48.67 0.15 4.88 10.68 35.16 7.4 3.81 19.83  15.64  2.44
Greece 8.99 13.48 16.83 17.97 3534 7.39 51.94 47.91 0.53 1.75 3.05 21.86 6.47 9.06 41.05 1401 221
Ireland 1196 16.05 20.68 17.13 1813  16.05 51.31 46.06 0.15 1 4.32 22.38 13.27 8.8 31.71 1682 154
Poland 8.18 17.05 20.57 15.9 2791 10.4 52.52 47.32 0.38 2.06 16.36 20.57 9.86 1.83 10.86 37.08 0.99

10r equivalent.
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Table S-13. Regional distribution of sample in Germany. Shows percentages of the sample coming from the respective region.

Region

Percentage
Baden-Wirttemberg 12.28
Bayern 15.71
Berlin 5.11
Brandenburg 3.05
Bremen 0.76
Hamburg 2.44
Hessen 7.78
Mecklemburg
Vorpommern 1.98
Niedersachsen 9.99
Nordrhein Westfalen 21.21
Rheinland Pfalz 4.58
Saarland 1.22
Sachsen 5.11
Sachsen Anhalt 2.82
Schleswig Holstein 3.36
Thiiringen 2.59

Table S-14. Regional distribution of sample in Greece. Shows percentages of the sample coming from the respective region.

Region Percentage
Attica 41.81
Central Greece 2.67
Central Macedonia 20.56
Crete 4.04
Eastern Macedonia and

Thrace 5.41
Epirus 2.97
lonian Islands 1.29
North Aegean 1.29
Peleponnese 6.78
South Aegean 2.21
Thessaly 5.71
Western Greece 2.67
Western Macedonia 2.59
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Table S-15. Regional distribution of sample in Ireland. Shows percentages of the sample coming from the respective region.

Region Percentage
Eastern and

Midland 42.44
Northern and

Western 20.45
Southern 37.11

Table S-16. Regional distribution of sample in Poland. Shows percentages of the sample coming from the respective region.

Region

Percentage

Dolnoslaskie
Kujawsko-pomorskie
tédzkie

Lubelskie

Lubuskie
Matopolskie

Mazowieckie: pozostate
Powiaty

Mazowieckie: Warszawa,
warszawski wschodni,
warszawski zachodni

Opolskie
Podkarpackie
Podlaskie

Pomorskie

Slaskie

Swietokrzyskie
Warminsko-mazurskie
Wielkopolskie
Zachodniopomorskie

6.27
5.89

6.5
6.12
191
7.87

6.73

8.87
2.14
4.82
3.52
5.73
13.69
291
291
9.4
4.74
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Robustness checks

Table S-17. Results from models for the four main outcome variables including control variables. Shows the estimates for the intervention effects with the Control condition as
the baseline. Model 1 is an ordered logistic regression reporting the odds ratios. Model 2 reports linear estimates from an OLS model. Models 3 and 4 report odds ratios from a
binary logistic regression. For all models, heteroscedasticity-robust confidence intervals and p-values are provided.

Agreement with the Main Claim

Credibility Assessment

Intention to agree

Intention to disagree

Predictors Odds Ratios cl p Estimates cl p Odds Ratios cl p Odds Ratios cl p
Neutral Debunk 0.44 0.36-0.53 <0.001 -1.53 -1.99--1.07 <0.001 0.43 0.32-0.59 <0.001 1.39 1.08-1.79  0.010
EC Debunk 0.40 0.33-049 <0.001 -1.52 -1.96--1.08 <0.001 0.53 0.40-0.70 <0.001 1.44 1.14-1.82  0.003
Neutral Prebunk 0.56 0.45-0.68 <0.001 -1.13 -1.60--0.67 <0.001 0.60 0.44-0.80 0.001 1.39 1.08-1.79  0.010
EC Prebunk 0.54 0.45-0.65 <0.001 -1.28 -1.70--0.85 <0.001 0.67 0.51-0.87  0.003 1.04 0.83-1.32 0.728
EU Trust 0.99 0.89-1.09 0.794 0.07 -0.17-0.30  0.581 111 0.96-1.27  0.165 1.10 0.98-1.24 0.130
Intercept 1046  8.92-12.00 <0.001 1.09 0.42-2.81 0.861 0.15 0.07-0.35 <0.001
Control variables Yes Yes Yes Yes
Observations 4562 4562 4562 4562
R? Nagelkerke 0.533 0.233/0.226 0.095 0.035

Intercepts for ordered logit model of agreement with the main claim are: Strongly disagree | disagree: 0.02, (0.01 —0.04), p<0.001; Disagree | Neither agree nor disagree: 0.09, (0.05 — 0.18), p<0.001;
Neither agree nor disagree | Agree: 0.28, (0.14 — 0.55), p<0.001; Agree | Strongly agree: 1.15, (0.59 — 2.26), p=0.675.
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Table S-18. Effects of EC-branded vs. neutrally branded interventions and interaction with EU trust on beliefs and credibility ratings including control variables. Shows the
estimates for the effects of providing the EC as the source with the neutral-source condition as the baseline. Models 1 and 2 are ordered logistic regression reporting the odds
ratios. Models 3 and 4 report linear estimates from OLS models. For all models, heteroscedasticity-robust confidence intervals and p-values are provided

Agreement with the Main Claim Credibility Assessment
Intervention Debunk Prebunk Debunk Prebunk
Predictors Odds Ratios cl p Odds Ratios cl p Estimates cl p Estimates cl p
11.27 8.81-13.73  <0.001 7.85 5.43-10.27 <0.001
Intercept
0.93 0.78-1.11 0.439 1.00 0.83-1.21 0.985 0.06 -0.32-0.45 0.752 -0.18 -0.58-0.23 0.386
EC (vs. Neutral)
EU Trust 1.05 0.86-1.28 0.620 1.12 0.94-1.34 0.204 0.31 -0.11-0.72 0.148 0.06 -0.34-0.47 0.752
) 0.87 0.71-1.07 0.192 0.88 0.73-1.07 0.200 -0.51 -0.94--0.08 0.019 0.18 -0.24-0.60 0.398
EC Intervention X EU Trust
. Yes Yes Yes Yes
Control variables
Observations 1818 1801 1818 1801
R2 Nagelkerke 0.540 0.517 0.235/0.217 0.262 / 0.245

Intercepts for ordered logit model of agreement with the main claim (debunk) are: Strongly disagree | disagree: 0.02, (0.01 — 0.06), p<0.001; Disagree | Neither agree nor disagree: 0.10, (0.03 —0.31),
p<0.001; Neither agree nor disagree | Agree: 0.32, (0.10 — 1.02), p=0.054; Agree | Strongly agree: 1.27, (0.40 — 4.04), p=0.688.
Intercepts for ordered logit model of agreement with the main claim (prebunk) are: Strongly disagree | disagree: 0.04, (0.01 — 0.12), p<0.001; Disagree | Neither agree nor disagree: 0.16, (0.05 — 0.46),
p=0.001; Neither agree nor disagree | Agree: 0.48, (0.17 — 1.40), p=0.178; Agree | Strongly agree: 2.07, (0.71 - 6.05), p=0.181.
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Table S-19. Effects of EC-branded vs. neutrally branded interventions and interaction with EU trust on intentions to agree and disagree. Shows the estimates for the effects of
providing the EC as the source with the neutral-source condition as the baseline. All models report odds ratios from binary logistic regressions. For all models, heteroscedasticity-
robust confidence intervals and p-values are provided.

Intention to agree Intention to disagree
Intervention Debunk Prebunk Debunk Prebunk
Predictors Odds Ratios cl p Odds Ratios cl p Estimates cl p Estimates cl p
1.00 0.19-5.27 0.997 0.33 0.07-1.55 0.163 0.32 0.09-1.17 0.083 0.13 0.03-0.49 0.002
Intercept
1.23 0.93-1.63 0.164 1.07 0.82-1.42 0.619 1.04 0.84-1.29 0.713 0.70 0.56-0.89 0.003
EC (vs. Neutral)
EUTrust 1.14 0.86—-1.50 0.388 1.16 0.90-1.50 0.261 1.06 0.86—-1.32 0.586 1.08 0.87-1.34 0.498
0.89 0.68-1.16 0.427 0.92 0.71-1.18 0.544 1.11 0.89-1.37 0.355 1.08 0.86-1.34 0.511
EC X EU Trust
Control variables ves ves ves ves
Observations 2066 2012 2066 2012
R2 Nagelkerke 0.011 0.016 0.006 0.012
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Experimental materials

The Covid-19 vaccine is
dangerous

It’s obvious and the scientific evidence is clear: the

Covid-19 vaccine is dangerous, scientific study proves.

Written by IR
February 10, 2022

A scientific paper that was recently published in a
leading academic journal proves that the Covid-19
vaccine is dangerous for people’s health.

The article proves that the vaccine's side effects, such
as an elevated risk for thrombosis and heart muscle
inflammations, are more harmful to the body than
the virus itself.

This exposes previous “scientific” evidence claiming
the contrary. It also proves that so-called experts lied,
probably because they were paid by Big Pharma.

The claim that the Covid-19 vaccine is safe is not just
illogical, but also an immoral lie to the face of the
people. The evidence clearly proves what many of us
have been guessing for a long time: the Covid-19
vaccine is dangerous.

Figure S-19. Examples of two misleading articles used in the experiment. Left: Covid-19. Right: Climate change.

The sun, not humans, causes
climate change

It’s obvious and the scientific evidence is clear: the
sun, not humans, causes climate change, scientific
study proves.

Written by I uG————
February 10, 2022

A scientific paper that was recently published in
a leading academic journal proves that the sun, not
humans, causes climate change.

The article proves that recent warming is caused
through changes in solar irradiance, meaning the
amount of solar energy that reaches the Earth. This is
a completely natural process.

This exposes previous “scientific” evidence claiming
the contrary. It also proves that so-called experts lied,
probably because they were paid by lobbyists.

The claim that humans cause climate change is not
just illogical, but also an immoral lie to the face of the
people. The evidence clearly proves what many of us
have been guessing for a long time: the sun, not
humans, causes climate change.
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Fighting disinformation

Global warming is unequivocally human driven. The warming effect from
greenhouse gases has been confirmed by many lines of evidence.

A climate myth is that modern climate change is natural, and that the sun, not
humans, has always been, and still is, responsible for it. This claim is wrong. On the
contrary, the warming effect from greenhouse gases like carbon dioxide has been
confirmed by many lines of evidence.

The article uses several well-known techniques to mislead people:

It claims that one scientific article is proof. This alone should raise alarm because
no single study ever offers proof—it offers evidence that needs to be interpreted in
the light of previous research. Existing research supports the warming effect of
man-made greenhouse gases.

It dismisses contrary evidence as untrustworthy or illogical. This is a hallmark
of pseudoscientific argumentation.

It claims that there is a malevolent actor behind everything. This is
extremely unlikely. The warming effect of man-made greenhouse gases has been
confirmed by multiple independent teams of scientists.

It seeks to create negative emotions and an “us versus them” scenario.

This distracts from the facts. No scientific article would do this.

Global warming is unequivocally human driven. The warming effect from greenhouse
gases like carbon dioxide has been confirmed by many lines of evidence.

An official website of the European Union
European | E
o @ nglish
n Commission

Home > Energy, Climate change, Environment > Climate change > Fighting disinformation

Fighting disinformation

Global warming is unequivocally human driven. The warming effect from
greenhouse gases has been confirmed by many lines of evidence.

A climate myth is that modern climate change is natural, and that the sun, not
humans, has always been, and still is, responsible for it. This claim is wrong. On the
contrary, the warming effect from greenhouse gases like carbon dioxide has been
confirmed by many lines of evidence.

The article uses several well-known techniques to mislead people:

It claims that one scientific article is proof. This alone should raise alarm because
no single study ever offers proof—it offers evidence that needs to be interpreted in
the light of previous research. Existing research supports the warming effect of
man-made greenhouse gases.

« It dismi contrary evi ast thy or illogical. This is a hallmark
of pseudoscientific argumentation.

It claims that there is a malevolent actor behind everything. This is
extremely unlikely. The ing effect of made gt gases has been
by multiple teams of

It seeks to create negative emotions and an “us versus them” scenario.
This distracts from the facts. No scientific article would do this.

Global warming is unequivocally human driven. The warming effect from greenhouse
gases like carbon dioxide has been confirmed by many lines of evidence.

Figure S-20. Examples of two debunks used in the experiment. Left: no source. Right: EC-source.

MISINFORMATION #ThinkBeforeSharing
Is this misinformation? Check before sharing

Misinformation often uses several well-known techniques to
mislead people:

+ Claiming that one scientific article is proof. This alone should
raise alarm because no single study ever offers proof — it offers
evidence that needs to be interpreted in the light of previous
research.

« Dismissing contrary evidence as untrustworthy or illogical. This
is a hallmark of pseudoscientific argumentation.

+ Claiming that there is a malevolent actor behind everything.
This is extremely unlikely.

+ Seeking to create negative emotions and an “us versus them”
scenario. This distracts from the facts. No scientific article
would do this.

An official website of the

European English
m Commission @

MISINFORMATION #ThinkBeforeSharing
Is this misinformation? Check before sharing

Misinformation often uses several well-known techniques to
mislead people:

+ Claiming that one scientific article is proof. This alone should
raise alarm because no single study ever offers proof — it offers
evidence that needs to be interpreted in the light of previous
research.

» Dismissing contrary evidence as untrustworthy or illogical. This
is a hallmark of pseudoscientific argumentation.

» Claiming that there is a malevolent actor behind everything.
This is extremely unlikely.

+ Seeking to create negative emotions and an “us versus them”
scenario. This distracts from the facts. No scientific article
would do this.

Figure S-21. Examples of prebunks used in the experiment. Left: no source. Right: EC-source.
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Questionnaire

1.

10.

11.

We will now ask you about your thoughts and feelings regarding the European Union. In this
context, the “European Union” refers to its main institutions, which are the European
Commission, the European Parliament, and the European Council. [5 Point Likert, 1-Strongly
disagree — 5-Strongly agree, Prefer not to say]

1. Overall, the EU is competent and efficient
The EU usually carries out its duties poorly (reverse coded)
The EU usually acts in its own interests (reverse coded)
The EU wants to do its best to serve Europe
The EU is generally free of corruption

6. The EU work is open and transparent
Please respond to the following questions: [10 Point, 1-I do not trust it at all — 10-I trust it
completely, Prefer not to say]

o How much trust do you have in the European Union?

o How much trust do you have in your national government?
Generally speaking, would you say that most people can be trusted or that you need to be very
careful in dealing with people? [3 Options: Most people can be trusted, Need to be very careful,
Prefer not to say
Please indicate to what extent you agree or disagree with the following statement: [10 Point, 1-
Left — 10-Right, Prefer not to say]

o Inpolitical matters people talk of 'the left' and 'the right'. How would you place your views

on this scale?

Please indicate to what degree you agree or disagree with the following statements concerning
the CONTROL/PREBUNK/DEBUNK text that you have seen before (shown again below). [5 Point
Likert, 1-Strongly disagree — 5- Strongly agree, Prefer not to say]

1. The message appears relevant to me

2. | can use this message to make good decisions

3. The message appears authentic to me

4. The message grabbed my attention

5. The message wants to manipulate me
Who do you think was its source? [4 Options: No one, The European Commission, The University
of Hamburg, | don’t know]
How often, on average, do you use online social media </strong>(e.g., Facebook, Twitter,
Instagram, TikTok, etc.) [5 Options: Seldom or never, Several times a month, At least once a week,
Every day or almost every day, Prefer not to say]
How often do you come across news or information that you believe misrepresent reality or are
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even false? [5 Options: Seldom or never, Several times a month, At least once a week, Every day
or almost every day, Prefer not to say]

How important is it to you that you only share news articles on social media e.g., Facebook,
Twitter, Instagram, TikTok, etc.) if they are accurate? [5 Point Likert, 1-Very unimportant — 5-]
How confident are you that you are able to identify news or information that misrepresent reality
or are even false? [4 Point Likert, 1-Not at all confident — Very confident, Prefer not to say]
Please indicate the degree to which the following statements are characteristic of you: [5 Point
Likert, 1-Extremely uncharacteristic of me — 5-Extremely characteristics of me, Prefer not to say]
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| like to have the responsibility of handling a situation that requires a lot of thinking

| would prefer complex to simple problems

Thinking is not my idea of fun

| would rather do something that requires little thought than something that is sure to
challenge my thinking abilities

| really enjoy a task that involves coming up with new solutions to problems

| would prefer a task that is intellectual, difficult, and important to one that is somewhat
important but does not require much thought
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Debriefing text

For people in the Control and Prebunk condition:

Please be aware that the first article titled [ARTICLE TITLE] you saw previously was fabricated and
contained incorrect information. Please carefully read the following correction. After reading, check the
box indicating that you read the article before advancing.

[SHOW CORRESPONDING DEBUNK]
For everyone:

Thank you for taking the time to respond to this survey. The goal of this study was to find out how effective
different ways to expose and correct (debunk) false information (misinformation, fake news) are. To
investigate this, we asked you to read four articles which contained false claims and could thus be
considered misinformation or fake news. At some point, you were then shown four articles correcting
these false claims and explaining the deceptive strategies used in them. The nature of the phenomenon
we are investigating required minor deception on our part. Specifically, we presented the fake news
articles without labelling them as such. In this way, we may have led you to believe them to be accurate.
To investigate the effectiveness of correcting (debunking) information, there was no other way than to
expose you to fake news and only correct them at a later point in time. This is sometimes necessary in this
type of research. If we tell people about the articles being fake in advance, we could not investigate how
debunks work for people who encounter fake news without realizing it. Your participation is greatly
appreciated by the researchers involved and will contribute to advancing the research in this field. If you
have any questions about this study, please contact us. Finally, we urge you not to discuss this study with
anyone else who is currently participating or might participate at a future point in time. As you can
certainly appreciate, we will not be able to examine the effectiveness of correcting and debunking
misinformation for participants who know about the true purpose of the project beforehand. Thank you!
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